AUTOMATIC MUSIC TAGGING WITH HARMONIC CNN
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EXTENDED ABSTRACT

In this paper, we introduce the Harmonic Convolutional Neural Network (Harmonic CNN), a music representation model that exploits the inherent harmonic structure of audio signals. The proposed model outperforms previous approaches in automatic music tagging on the MagnaTagATune (MTAT) dataset [5]— see Table 1.

Feature design was one of the main focuses in early stages of music informatics research (MIR), where such features were later used as input to machine learning models to, e.g., bridge the semantic gap [2] between signal-level features and high-level music semantics. However, with the emergence of deep learning, recent MIR models can learn feature representations in an end-to-end data-driven way. Hence, minimum domain knowledge is required in the preprocessing step (i.e., short-time Fourier transform). Recent works, such as sample-level CNN [6], use raw audio waveforms directly as their inputs. With no domain knowledge in its architecture design and preprocessing, sample-level CNN yielded state-of-the-art results in music tagging [4]. Nevertheless, we believe domain knowledge may facilitate efficient representation model design, especially when a limited amount of data is available [7]. To this end, we propose the Harmonic CNN based on the common knowledge that the harmonic structure plays a key role in human auditory perception [9].

The first layer of Harmonic CNN, the Harmonic convolution layer, learns a band-pass filterbank using sinc functions as proposed in the SincNet [8]. Since front-end filters of a standard CNN perform similar to a band-pass filterbank, adopting SincNet architecture is a reasonable choice. The original implementation of SincNet learns two cut-off frequencies, $f_{k,low}$ and $f_{k,high}$, to form a k-th band-pass filter. However, based on the empirical research, we can approximate the bandwidth with a linear transformation of the center frequency $f_k$ so that the band-pass filter can be expressed by a function of center frequency $f_k$. The bandwidth becomes wider as the center frequency increases — see Figure 1(a). Thus, only the center frequencies $f_k$ and bandwidth parameters $\alpha$, $\beta$, and $Q$ are learnable in the Harmonic convolution layer. We initialize the center frequencies with quarter tone intervals: $f_k = f_{min} \cdot 2^{k/24}$; where the lowest frequency $f_{min}$ is C1 (32.7 Hz). Bandwidth parameters $\alpha$ and $\beta$ are initialized with the values of equivalent rectangular bandwidth (ERB) which are 0.1079 and 24.7, respectively [3].

We force the Harmonic convolution layer to capture harmonic characteristics by stacking harmonic band-pass filters. As shown in Figure 1(b), the Harmonic convolution layer automatically generates harmonic band-pass filters from each $f_k$. The m-th harmonic band-pass filter can be depicted with center frequency $m \cdot f_k$ and bandwidth $$(\alpha \cdot m \cdot f_k + \beta)/Q.$$ As a result, the output tensor of the Harmonic convolution layer has a shape of $B \times H \times F \times T$, where $B$ is batch, $H$ is harmonic, $F$ is frequency, and $T$ is time (Figure 2). This can be interpreted as a pseudo harmonic CQT [1] with learnable parameters. By regarding harmonics as channels, the Harmonic convolution layer is followed by 2-D CNN (Figure 2). More elaborated architecture design can be done with this back-end but we simply used a stack of conventional $3 \times 3$ convolution filters since our main interest is to show the importance of the harmonic relationship.

For future work, we would like to determine whether the Harmonic CNN outperforms in more diverse tasks beyond music such as speech recognition or acoustic event detection; and if the Harmonic CNN scales accordingly when using large amounts of training data.

\[ f_{k,low} = 2f_{k,high} \sin(2\pi f_{k,high} t) - 2f_{k,low} \sin(2\pi f_{k,low} t), \text{ where } \sin(x) = \sin(x)/x \]
\[ f_{k,high} = f_k + BW_k/2, f_{k,low} = f_k - BW_k/2, \text{ where } BW_k = (\alpha f_k + \beta)/Q \]
Figure 1: (a) model architecture; (b) harmonic convolution filters in time domain; (c) magnitude frequency response of harmonic convolution filters; (d) an output tensor of the Harmonic convolution layer.

Table 1: Performance comparison of music tagging models. Reported values are averaged across three runs and (*) indicates a reproduced result since the original paper used a different data split.

<table>
<thead>
<tr>
<th>MODELS</th>
<th>AUROC</th>
<th>AUPR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Musicnn [7]*</td>
<td>0.9089</td>
<td>0.4503</td>
</tr>
<tr>
<td>Sample-level CNN [6]</td>
<td>0.9054</td>
<td>0.4422</td>
</tr>
<tr>
<td>Sample-level CNN + SE [4]</td>
<td>0.9083</td>
<td>0.4500</td>
</tr>
<tr>
<td>Sample-level CNN + Res + SE [4]</td>
<td>0.9075</td>
<td>0.4473</td>
</tr>
<tr>
<td>Harmonic CNN (proposed)</td>
<td>0.9146</td>
<td>0.4628</td>
</tr>
<tr>
<td>Harmonic CNN + Res (proposed)</td>
<td>0.9155</td>
<td>0.4657</td>
</tr>
</tbody>
</table>
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