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ABSTRACT

The computational analysis of music has traditionally seen
a sharp divide between the “audio approach” relying on
signal processing and the “symbolic approach” based on
scores. Likewise, there has also been an unfortunate gap
between any such computational endeavour and more tra-
ditional approaches as used in historical musicology. In
this paper, we take a step towards ameliorating this situa-
tion through the application of a computational method for
visualizing local key characteristics in audio recordings.
We exploit these visualizations of diatonic scale content by
discussing their musicological implications, being aware
of methodological limitations as for the case of minor keys.
As a proof of concept, we use this method for investigating
differences between the traditional sonata-form model and
selected Beethoven piano sonatas in the context of sonata
theory from the end of the 18th century. We consider this
scenario as an example for a rewarding dialogue between
computer science and historical musicology.

1. INTRODUCTION

The analysis of musical works in terms of their compo-
sitional style and context is at the core of historical mu-
sicology. Scholars engage with a reasonably large body
of works over the course of their career and make obser-
vations about these works through manual analysis. As
valuable as this is, it is a time-consuming and individu-
ated approach that poses difficulties for making meaning-
ful observations at scale. In this paper, we seek to demon-
strate how a question of musicological relevance could be
complemented by using computational analysis methods.
While such methods can never achieve the flexible and in-
terconnected consideration of the human mind nor capture
the compositional intricacies of a specific work, we aim to
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show that suitable visualizations can assist in the process
of expert interpretation in a rewarding way.

Numerous computational methods for harmony analy-
sis have been developed over the past decades, centered
on global key detection [1–4], local key estimation [5–7],
chordal analysis [8–10], and their combination into func-
tional harmony analysis systems [11–13]. Many of these
are based on symbolic encodings of music notation such as
MIDI or MusicXML. However, symbolic music datasets
are rarely available, in particular when requiring symbolic
encodings of high quality covering an entire corpus of mu-
sic (not just individual pieces). Optical Music Recogni-
tion (OMR) software for automatically converting graph-
ical formats into symbolic data does not yet offer reli-
able results, meaning that time-consuming manual post-
processing is often required [14, 15].

Beyond such practical problems, we should remember
that Western music notation is essentially “prescriptive”:
a set of instructions for performance that requires reading
and interpretation. As an alternative to the processing of
sheet music, analyses can be carried out on the basis of au-
dio recordings [4, 7, 10]. In this paper, we make use of an
existing audio-based method [16] for visualizing the dia-
tonic scale content of a music recording over time in order
to complement and facilitate the close analytical reading
by human experts. We address this paper to both musicol-
ogists and computer scientists alike and thus explain the
relevant background from both domains.

We first set out the musicological context (Section 2),
describe the computational method (Section 3), and ex-
plain its musical implications through the example of three
piano sonatas by L. v. Beethoven (Section 4), which have
been subject to automatic analysis [9, 12, 17]. Using our
visualizations, we discuss the implications for sonata form
theories (Section 5). Finally, we summarize our findings
and the rewards of an interdisciplinary dialogue between
computer science and musicology (Section 6).

2. MUSICOLOGICAL BACKGROUND

Our focus in this paper is on large-scale tonal structures
that are attested to play a crucial role in sonata form. This
section provides a short, simplified introduction to sonata
form for readers unfamiliar with it and serves to introduce
the main musicological question addressed in this paper.



Sonata form is a central model for describing the first
movement of most multi-movement works in classical mu-
sic from about 1770 far into the 19th century. The term
is applicable not only to sonatas but also to symphonies,
string quartets, and other genres, and thus has a wide ex-
planatory potential for the music of the time, with a focus
on these works’ first movements.

The definition of sonata form widely adopted by musi-
cians and musicologists seems to stem primarily from the
writings of A. B. Marx [18], which were driven mainly by
an effort to understand the music of then recently deceased
Ludwig van Beethoven (1770–1827). According to this
model, the sonata is divided into three main sections: a
first section, later denoted as exposition (in two or more
keys, often repeated), a central development, and a recapit-
ulation of the exposition (set mainly in one key). This is
the core structure which may be framed by an introduction
at the start, and/or a coda at the end [19]. Automatically
detecting these large-scale segments and their tonal rela-
tions has been approached both for Mozart’s string quar-
tets [20, 21] and Beethoven’s piano sonatas [17].

The exposition is tasked with setting out the melodic
material (e. g., themes or motives) and the main key rela-
tionships. It is usually divided into a first subject area, fol-
lowed by a transition into a second subject area, and a short
cadential passage (Schlussgruppe). Crucially, the two focal
areas are defined by contrasts both in theme (melody) and
key (tonality). The typical tonal pairing is of a major key
and its dominant key (the major key one fifth higher, e. g.,
C major and G major), or of a minor key with its relative
major key (e. g., A minor and C major).

Our primary focus will be on key, which we approxi-
mate in the broader sense with our visualizations of dia-
tonic pitch class content. With this computational method,
we elucidate the tonal relations in specific early Beethoven
piano sonatas. In this paper, we focus on works in major
keys overall and on the exposition sections of those works.

3. COMPUTATIONAL APPROACH

In this work, we employ a computational method for vi-
sualizing local keys or, more precisely, the diatonic pitch
class content over the course of a piece, closely following
the approach proposed in [16]. The method operates on
audio recordings, i. e., performances of the pieces, thus al-
lowing for scalability to a wide repertoire (see Section 1).

3.1 Chroma-based Scale Estimation

Our method is based on the measurement of spectral ener-
gies over time. These energies are summarized into twelve
chroma bands irrespective of their octave, according to the
pitch classes of the twelve-tone equal-tempered scale. The
resulting chroma features can be represented as twelve-
dimensional vectors whose entries refer to the pitch classes
C, C], . . ., B in chromatic order. For chroma extraction,
we use the filter-bank approach provided by the chroma
toolbox [22] with a feature rate of 10 Hz (i. e., ten chroma
vectors per second). For each frame, we match the chroma

vector with binary diatonic scale templates using the inner
product (cosine similarity). For instance, the template for
the “0 diatonic scale” (corresponding to the pitch classes
of the C major and A natural minor scales) is given by

t0 = (1, 0, 1, 0, 1, 1, 0, 1, 0, 1, 0, 1)
>
. (1)

Assuming enharmonic equivalence (C]=D[), there are a
total of 12 diatonic scales, whose templates are obtained
by circularly shifting the template t0 shown above. Thus,
we obtain for each frame an analysis given by a twelve-
dimensional vector. We will discuss our choice of using
binary diatonic templates in Section 3.4.

3.2 Pre-processing

Before the template matching step described above, we ap-
ply several pre-processing steps. Since local keys or scales
refer to the pitch class content of larger sections of mu-
sic, we smooth the chromagrams (with an initial feature
rate of 10 Hz) using a window of size w ∈ N in frames
and a hopsize of 10 frames (one second). The musical im-
plications of the window size parameter will be discussed
in Section 4.3. Additionally, we normalize the smoothed
chroma features according to the `2-norm.

3.3 Post-processing and Visualisation

In this interdisciplinary work, we do not aim for a fully au-
tomatic “key detection,” which locally decides on the most
likely key or scale. Instead, following [16], we propose the
use of suitable visualization techniques allowing for a di-
rect interpretation of the continuous-valued diatonic scale
probabilities in the musicological discussion. For gener-
ating this visualization, we obtain re-scaled local analyses
by using the softmax function, thus suppressing weak com-
ponents and enhancing large ones. Using a normalization
with respect to the `1-norm, we can interpret the analysis
as pseudo-probabilities of diatonic scales, which we then
visualize in grayscale, where darker gray corresponds to
higher probabilities (see Figure 1 for an example).

We adopt a musical criterion for arranging the order of
scales in this visualisation. There are two main options of
ordering the scales, either chromatically (C, C], . . . ) or
according to the circle of fifths (C, G, . . . ). Motivated by
[23, 24], we prefer the latter arrangement accounting for
the similarity of fifth-related scales, which have six out of
seven pitch classes in common. We set the diatonic scale
corresponding to the piece’s global key in the center of the
visualization, with upper-fifth-related scales (more sharps)
above and lower-fifth-related scales (more flats) below that
center scale. This “global key normalization” facilitates
the comparison between movements in different keys.

3.4 Scale versus Local Key

Our analytical approach directly maps the locally pre-
dominant pitch class content (as measured from the audio
recordings) to probabilities for diatonic scales. While there
have been many such template-based approaches based on
psychological and empirical studies [25, 26], our choice



Figure 1. L. v. Beethoven, piano sonata Op. 7 in E[ major, 1st mvmt. Allegro molto e con brio, exposition. Computational
tonal analysis with a window size of w = 4 seconds.

of straightforward diatonic templates allows for an inter-
pretable and objective investigation of the tonal content.

There are certainly limitations to this approach. Most
importantly, it relates to the notion of local key only in
a loose way since there is a methodological gap between
“scale” and “key.” In particular, pitch class content is not
the only determinant of musical key. Furthermore, the
pitch class content is rarely exclusively diatonic, which is
especially the case for pieces in minor, where scale degrees
outside the natural minor scale (]6̂ and ]7̂) play a crucial
role. Moreover, our method cannot resolve relative key
differences such as C major – A minor, which would be
relevant particularly for minor key movements. 1 On the
other hand, it provides an easier overview (only 12 scales)
and is not susceptible to relative key confusions.

Leaving aside these methodological gaps, even identify-
ing a scale can be problematic. For example, certain chords
such as the (relatively rare) augmented triad and the (not at
all rare) diminished seventh chord pose challenges because
they cannot be unambiguously assigned to a diatonic scale.
Moreover, frequent modulations constitute a problem for
assigning a single scale to a specified time window. That
being said, this computational issue reflects a genuine mu-
sical problem: hearing a tonal moment in isolation would
leave the allocation of a key highly ambiguous—and com-
posers (Beethoven very much included) exploit this po-
tential for ambiguity. It is only through context that we
are able to make clear assertions. We remain mindful of
these limitations as we proceed to consider how these vi-
sualizations may yet be useful in support of a better under-
standing of sonata form in general and, more precisely, in
Beethoven’s early piano sonatas.

4. APPLICATION TO SONATA EXPOSITIONS

Consequently, we apply the method described above to
several exposition sections of Beethoven’s early sonatas
(first movement, respectively). The time stamps are given
in MM:SS and refer to Daniel Barenboim’s 1984 set of
recordings for Deutsche Grammophon.

1 We provide an overview of all 28 first movements in sonata form (in-
luding minor key examples) on www.audiolabs-erlangen.de/
resources/MIR/BeethovenSonataAnalyses

4.1 Sonata Op. 7 in E[ major

Figure 1 provides an example of our visualization method
for the exposition from Beethoven’s piano sonata Op. 7 in
E[ major, first movement. As E[ major is the global key of
this movement, the relative diatonic level 0 on the y-axis of
this figure refers to an absolute scale of –3, corresponding
to the key signature of E[ major and its relative minor (C
minor, both with a key signature of three [s). Likewise, +1
refers to the key signature of B[ major (and G minor), –1
stands for A[ major (and F minor), and so on.

In addition to the time stamps, the figure (and all subse-
quent figures) also provide vertical lines (in red) to divide
the sections on the basis of Donald F. Tovey’s iconic guide
to Beethoven’s piano sonatas [27]. These lines add addi-
tional score-related timestamps given in measure numbers
(in blue) and are paired with the formal labels that Tovey
used, following the standard terms for the sonata form’s
main parts discussed above. The vertical lines on Figure 1
use the following abbreviations: “1” stands for the first
group, “T” for the transition, “2” for the second group, and
“C” for the cadence group. The following section takes
a closer look at the example with a view to both the vi-
sualization method and the implications for understanding
sonata form in this specific repertoire.

4.2 A Closer Look

The visualization in Figure 1 provides a straightforward,
easily readable overview of the diatonic scale content in
the exposition of the first movement. The movement be-
gins with a moment of ambiguity, centered on the central
(0) scale (corresponding to E[ major), and quickly settles
much more emphatically into that tonal region for the first
22 seconds (until m. 24). A phase of tonal instability fol-
lows, befitting the transition phase of a sonata form exposi-
tion, which traverses at least the scales –1 (4[ or A[ major /
F minor) to –2 (5[), and then +1 (2[) to +3 (no accidentals).

At 0:37 (m. 41), a longer section starts in the +1 area,
neatly corresponding to what is traditionally called the
“Second Theme” or “Second Group.” At 1:11 (m. 79), the
proportions (with a second subject equal in length to the
first) might lead us to expect the exposition to close. In-
stead, about a minute more music follows, with only the
last approx. 10 seconds being displayed in the anticipated



+1 area (mm. 127–136, largely corresponding to the final
group). The course of the movement from 1:11 to 1:57
(mm. 79–127), by contrast, seems to be characterized by
greater harmonic mobility, centered on the +1 axis, but not
restricted to it. Regardless of any designation of the formal
parts, the graphic shows a clear distinction in the course
of the exposition from 0:38 (m. 41) into a tonally stable
part until 1:11 (mm. 78–79), a more flexible part until 1:57
(m. 127), and again a stable one until the end.

4.3 Effects of the Window Size

As one of the essential properties of our methodology, we
have to specify the window size parameter w, which de-
fines the temporal context of the local scale analysis. The
use of a window size of four seconds in Figure 1 affects the
result we see in that visualization. In order to demonstrate
the effect of this parameter, Figure 2a–e shows five differ-
ent visualizations of the same example with window sizes
varying from 2–20 seconds.

Naturally, shorter time windows portray a more “at-
omized” harmonic course, emphasizing the moment-to-
moment details, while longer windows diminish the indi-
vidual moments in favor of the “bigger picture.” Any gain
in uniformity and clarity comes at the cost of a correspond-
ing loss in detail. In this respect, a computational analysis
does not differ from a manual one, in which the analyst also
has to decide whether to focus on fine-grained details or to
favour better readability and clarity. This speaks to mu-
sic theory’s attention to the “level” of reductive analysis
[28]—an approach to which the variable window size on
offer here may be highly suitable. Multi-scale approaches
for simultaneously using several window sizes suggest an
alternative [29]. However, these visualizations require a
third dimension (usually color-coded), which complicates
readability in our application scenario. Moreover, interac-
tive visualizations with a flexible adjustment of the window
size can be realized with user interfaces or websites.

To better illustrate the behaviour of our method, we now
proceed to discuss the effects of the window size at the ex-
ample of several specific passages. With a window size
of four seconds (Figure 1), the dominant seventh chord G-
B[-D[-E[ of A[ major in m. 10 (at 0:08) does not lead to
any deviation from the level 0. With a resolution of two
seconds (Figure 2a), it causes a much stronger gray col-
oration, which reaches down to the –3 level (correspond-
ing to G[ major / E[ minor). Similarly, the diminished sev-
enth chord F]-A-C-E[ in mm. 79–89 (1:11–1:22) triggers
a whole range of possible interpretations. First, the chord
eludes the assignment to a single diatonic scale, and sec-
ond, through the pitch class F], it does not fit into the pre-
vious B[ major context (–2), nor through F] and E[ into
the subsequent C major context (0). In the case of longer
windows, these uncertainties are smoothed out and there-
fore no longer catch the eye (see Figure 2d–e).

An even larger window size, e˙ g. of 20 seconds (Fig-
ure 2e), shows that only certain resolutions make sense for
a specific work. Such large windows neither increase clar-
ity nor do all the gray shadings of ambiguity disappear. In

Figure 2. L. v. Beethoven, piano sonata Op. 7 in E[ major,
1st mvmt. Allegro molto e con brio, exposition. Computa-
tional tonal analysis with a window size w of (a) 2 sec., (b)
6 sec., (c) 8 sec., (d) 12 sec., (e) 20 sec.

Figure 2e, the C major section in mm. 81ff. (1:12–1:22)
is no longer visible as +3 (C major / A minor); instead,
it blurs with the +2 level. At the same time, the tonally
stable final group (+1), which only lasts about 10 seconds
(mm. 127–136), shows considerably more shades of gray
on the 0 level than visualizations with shorter windows,
which is caused by the previous measures and the subse-
quent repetition of the exposition. The choice of very large
windows not only leads to an increased smoothing of the
visualization but also reaches limits beyond which the re-
sults are no longer meaningful.

In the present sonata, window sizes of 4–12 seconds
have proven to be useful, illuminating most of the rele-
vant phenomena. In particular, these visualizations clearly
highlight phases of tonal stability and instability as well as
diatonic regions, which are of high importance for the for-



Figure 3. L. v. Beethoven, piano sonata Op. 2 No. 3 in C major, 1st mvmt. Allegro con brio, exposition. Computational
tonal analysis with a window size of w = 4 seconds.

Figure 4. L. v. Beethoven, piano sonata Op. 2 No. 3 in C major, 1st mvmt. Allegro con brio, mm. 25–28.

mal organization of expositions. Based on these observa-
tions, we now examine two further sonata expositions that
have received frequent attention in the literature: sonatas
Op. 2 No. 3 in C major and Op. 10 No. 3 in D major.

4.4 Sonata Op. 2 No. 3 in C major

Spanning 90 measures, the exposition of the sonata
Op. 2 No. 3 in C major is even more extensive than that
of Op. 7. The computational analysis (Figure 3) shows that
the piece remains in a C major context for an unusually
long time. These first 26 measures include the main sub-
ject (mm. 1–13) followed by playful figurations, which sur-
prisingly do not modulate (mm. 13–21), and a cadence pas-
sage (mm. 21–26), which ends after a G major scale on the
single tone G without having modulated (see Figure 4). 2

From m. 27 (0:43) on, this is followed by the melodic motif
in G minor mentioned above, which is repeated in D minor
(m. 33) and continued towards A minor (m. 39).

The visualization makes it clear that this G minor
passage is by no means the beginning of the “Second
Group (or Transition and Second Group) in Dominant”—
as marked in Figure 3 after Tovey—but the beginning of
the modulation to the upper-fifth key, i. e., the “transition.”
First of all, the abrupt tonal change in m. 27 (0:43) is vis-
ible. 3 However, the visualization does not show G minor
(–2) but D major (+2), which may be caused by the fre-
quent occurrence of the leading notes F] and C]. In the fol-
lowing modulation, we observe level 0 at 1:03 (mm. 39ff.,
pointing to in A minor), then again level +2 at 1:09-–1:14
(mm. 43–45, pointing to D major), thereby terminating the
transition to the second group (mm. 47–61; 1:15–1:40).
The second group starts at level +1, then from m. 53 (1:26)
on mainly represented as +2 due to several neighbor notes

2 This ending constitutes a clear example of a so-called “bifocal
close” [30].

3 See also [17] for a method to highlight such changes.

C] and the secondary dominant chord A major sounding
for a whole measure. This is followed by a longer ca-
dence section, initially at the 0 level (C major) from 1:40
(mm. 61ff.) and then confirms level +1 with smaller swings
to the levels +2 and 0. The largely stable level +1 in the fi-
nal group is then clearly visible (mm. 77–90).

4.5 Sonata Op. 10 No. 3 in D major

The visualization of the sonata Op. 10 No. 3 gives a com-
pletely different picture (Figure 5). After about 20 seconds
(m. 22), the initial tonality (D major, level 0) is left, fol-
lowed by a longer section on the level +1 (mm. 23–45). In
fact, we find here a lyrical motif in B minor, which ac-
tually corresponds to level 0. Due to the frequent occur-
rence of the leading note A], however, there seems to be a
kind of “statistical averaging” between B minor (0) and B
major (+3). The occurrence of C] major and F] minor in
mm. 31–34 leads to a small shade of gray in the +4 level at
0:31. The second group in A major is then reached at 0:48
(m. 54). The repetition of the second subject in –2 (point-
ing to A minor) is briefly visible at 0:54 (mm. 60–63). It is
then striking that the second group again ends more or less
in the middle of the movement and is followed by a longer
developmental passage at 1:00–1:18 (mm. 67–87).

5. MUSICOLOGICAL DISCUSSION

Section 4 examined the use of this visualization method for
illuminating the details of three exemplary cases. We now
broaden the scope to consider its potential contribution to
the wider question of sonata form itself.

The visualizations discussed above have shown a multi-
faceted structure within the tonal course of the exposi-
tion. The plots point out that the musical course cannot
be unproblematically reconciled with the traditional sonata
form schema of first group – transition – second group –



Figure 5. L. v. Beethoven, piano sonata Op. 10 No. 3 in D major, 1st mvmt. Presto, exposition. Computational tonal
analysis with a window size of w = 4 seconds.

cadence group [19], a problem raised by Carl Dahlhaus
decades ago [31, p. 101–103]. This leads us to reconsider
other, earlier theories of sonata form from the late 18th

century which emphasize the idea of a musical discourse
as opposed to a thematic dualism.

A detailed description of such an 18th-century form
model is given by Francesco Galeazzi in the second vol-
ume of his Elementi teorico-pratici di musica (Rome 1796)
[32]. Galeazzi’s model differs from the theory more fa-
miliar today in two principal respects: the presence of a
contrasting second motif before or at the beginning of the
transition and a cadential period ahead of what he calls the
coda (i. e., a codetta or final group).

For the section we now denote as exposition (which
Galeazzi simply calls prima parte), Galeazzi sets out an
alternative schema of seven elements [32, p. 324]:

1. Prelude (preludio)
2. Principal motive (motivo)
3. Second motive (secondo motivo)
4. Departure to [...] related keys (uscita di tono)
5. Characteristic passage / middle passage (passo

caratteristico / passo di mezzo)
6. Cadential period (periodo di cadenza)
7. Codetta (coda)

Of these seven parts, according to Galeazzi [32], parts 2,
4, and 6 (in modern terms: first key subject, transition, and
cadential confirmation of the second key) are compulsory,
the remainder are optional. Accordingly, Galeazzi bases
his model on a main motif that dominates the musical dis-
course like the topic of a speech and that can be followed
by a whole series of new, partly related thoughts:

“The motive [...] must be very conspicuous
and perceptible because inasmuch as it is the
theme of the discourse, if it is not well under-
stood, neither will the consecutive discourse
be understood.” [32, pp. 326–327] 4

If one starts from such a discursive form idea, the occur-
rence of a new thought before or in the transition (e. g.

4 Galeazzi does not at all favor a monothematic structure as found
sometimes in the works of Joseph Haydn. The model described by him is
open to new motives in any part of the exposition, not just in the sense of
two contrasting themes as modelled by Marx [18].

Op. 2 No. 3 mm. 27–39, Op. 10 No. 3 mm. 23–30) and of
a longer form part after the “middle sentence” (Op. 2 No. 3
mm. 61–77, Op. 7 mm. 81–127, Op. 10 No. 3 mm. 67–105)
in no way leads into “insoluble theoretical difficulties”
[31]. Even though some detailed structures might differ
from a human analysis, the computational visualizations
show something that was taken for granted for composers
and audiences of the late 18th century: the individual for-
mal parts are not opposed in a dualistic tension, but rather
formed a series, where uniformity and diversity, tonal sta-
bility and modulation are combined into a living, discur-
sive whole. Beethoven’s early piano sonatas—differing
considerably from the traditional model as codified by
Marx—fit perfectly in this context [33]. Beethoven as well
as Mozart before him [30] seem to have been influenced by
Italian music. Galeazzi’s account of sonata form—based
on Italian composers of the 1770s and 1780s (Mozart and
Beethoven were unknown to him)—points towards such an
understanding as reflected in our visualizations.

6. CONCLUSIONS AND OUTLOOK

In this paper, we have demonstrated the use of a computa-
tional analysis system for shedding new light on a research
question at the heart of historical musicology. The method
relies on audio recordings and visualizes the diatonic scale
content of a piece in an objective and interpretable way,
providing an easy, at-a-glance insight into the phases of
stability, instability, and tonal transition. Being aware of
several alternative analysis strategies, we plan to work on
a closer interrogation of the method, its relation to local
key analysis, and the comparison of the output to system-
atic human analyses as provided by [12, 34, 35].

Even though any type of automated approach can never
achieve the flexibility of human analysis, we have shown
that it can provide an overview of large-scale structures,
thus aiding the research process of historical musicology.
Since this approach can be scaled up easily without requir-
ing human annotations [36], it allows for corpus studies in
a novel order of magnitude, which can enrich musicolog-
ical research. In future work, we thus intend to apply this
method to a wider range of musical contexts involving ex-
tensive corpora and individual large-scale works, both of
which would benefit from these “at-a-glance” reductions.
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