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ABSTRACT

Temporality lies at the very heart of music, and the play
with rhythmic and metrical structures constitutes a major
device across musical styles and genres. Rhythmic and
metrical structure are closely intertwined, particularly in
the tonal idiom. While there have been many approaches
for modeling musical tempo, beat and meter and their
inference, musical rhythm and its complexity have been
comparably less explored and formally modeled. The
model formulates a generative grammar of symbolic rhyth-
mic musical structure and its internal recursive substruc-
ture. The approach characterizes rhythmic groups in align-
ment with meter in terms of the recursive subdivision of
temporal units, as well as dependencies established by re-
cursive operations such as preparation and different kinds
of shifting (such as anticipation and delay). The model
is formulated in terms of an abstract context-free gram-
mar and applies for monophonic rhythms and harmonic
rhythm.

1. INTRODUCTION

Temporality lies at the very heart of music, and the play
with rhythmic and metrical structures constitutes a major
device across musical styles and genres. However, there
is comparably less research on rhythm itself than on other
temporal structures of music. For instance, there is a lot
of work on modeling beat and beat inference [1–3], tempo
estimation [4] as well metrical structure [5] and its infer-
ence [6–10]. There has been major theoretical work differ-
entiating between grouping and meter [11], and between
rhythm and meter [5, 12]. In comparison, there is less for-
malization work on musical rhythm [13–15], and some ma-
jor studies such as the GTTM [11] or [5] avoid a formal
characterization of musical rhythm. The purpose of this
theoretical paper is to address this gap and to provide a
generative model of musical rhythm in terms of an abstract
context-free grammar that generates rhythmic structure in
alignment with metrical structure.
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Figure 1: Two different series of onsets and durations.

2. MOTIVATION

Rhythm is commonly thought of as a series of onsets and
durations of musical events. While duration patterns are
essential for musical rhythm, the core idea of the model
is to capture that rhythmic structures, especially those in
tonal music, are more than (fully) freely placed onsets
over time and that the concept of rhythm involves different
kinds of dependencies that are constituted between its mu-
sical events. To illustrate this point, Figure 1 displays two
different series of onsets and durations. Only the lower one
looks like a plausible candidate for a rhythm from a tonal
piece of music. There are several points underpinning this
distinction. In essence, it is argued that rhythm is under-
stood involving an interpretation in terms of hierarchical
dependencies of temporal events and their assignment to
the metrical grid, which result in a surface projection of
patterns of onsets and durations.

One central point is that the rhythmic Gestalt is fun-
damentally defined by its relation to metrical structure;
rhythm cannot be separated from a metrical interpretation.
This point is illustrated by Figure 2. Both rhythms have
the identical sequence of onsets and durations, but differ-
ent metrical structures associated with them, and this re-
sults in both rhythms sounding very different. In particu-
lar, the ways in which events are linked to weak and strong
metrical beats and also their underlying meter have a major
impact on the interpretation of a given pattern of durations.

A second major point lies in the fact that we charac-
terize rhythmic structures in terms of an interpretation by
event dependencies and transformations. For instance, cer-
tain events lead to other events; we understand a certain
event or group of events as an upbeat to (or preparation of)
another event; and we understand certain events as sub-
divisions of longer units (such as triplets). Furthermore,
when we speak about syncopation, anticipation, or delay,
it means that certain events occur earlier or later, implying
that there is an (underlying) position where these events
would have been expected normally before the transforma-
tion (shift) [13, 16]. Rhythmic events are also recognized
as grouped.



Notenbeispiel 1a. 

Notenbeispiel 1b.

Notenbeispiel 2a & b. A melody (composed by the author) which can be heard in 3/4 or 4/4 
metre.

Figure 2: The alignment with metrical structure may yield
two very different rhythmic interpretations for the same
pattern of onsets and durations.

Generally, it is useful to distinguish different levels of
musical time [17–20]. Rhythmic structure, in the aspect
that is modeled here, lives in idealized time. The metrical
grid presumes an underlying isochronic beat, and rhyth-
mic patterns are related by simple integer ratios in relation
to the grid and the beat. The rhythmic structure at this
symbolic level in relation to the symbolic beat is differ-
ent from the level of tempo variation, expressive timing,
swing, groove, performance errors and other subsymbolic
variations of timing.

In sum, we generally conceive of rhythms as structured
both in terms of an associated metrical structure as well
as in terms of event dependencies such as the ones men-
tioned. In contrast, events occurring with purely random
onsets and durations (like the first example in Figure 1)
sound erratic—which in turn means that they have no in-
terpretation in terms of the dependencies outlined. It is
the purpose of the proposed model to express the various
rhythmic dependencies at the deep structure that give rise
to the patterns of event onsets and durations observed at
the surface.

One common observation in rhythmic structure is that
events may reach into the timespan of other events. This is
particularly common with preparations before an event, an-
ticipations or syncopations that may enter during the times-
pan of the directly preceding event. This may cause the
preceding event to be shortened, which we refer to as time
stealing when it is discussed below.

2.1 Related literature

Numerous approaches have addressed rhythmic and met-
rical structure in music [5, 21]. While there are several
research directions in terms of rhythmic corpus studies
[22–27] and mathematical analyses [28–30], there is less
research proposing formal theoretical frameworks gener-
ating rhythmic structure. Differentiating metrical structure
from grouping, the GTTM [11] laid a foundation for the
understanding of meter that is still in place today. Several
endeavors have been devoted to implementing the GTTM
in a computational way [31, 32].

Several computational approaches to rhythm have pro-
posed sequential models such as Markov models, HMMs
or other graphical models [33, 34]. More recently various
hierarchical approaches and probabilistic grammars have

been used for rhythmic inference and transcription prob-
lems [15,35–37]. These approaches are essentially built on
recursive subdivision (split). [14] proposed an algorithmic
model of rhythm using transformations of syncopation, fig-
ural, and density (split) based on the transformation vector
proposed by [13]. From the perspective of mathematical
music theory, rhythmic structure has also been modeled in
terms of subdivision of a graph [38].

The present model extends previous approaches [14,15,
39] by characterizing an overarching abstract context-free
grammar of recursive rhythmic dependencies. It is based
on five abstract operations of splits, preparations, and shifts
using a tripartite representation of rhythmic categories, and
models rhythmic conflicts using the concept of time steal-
ing. As a grammar-based generalized model of rhythm, it
can be naturally integrated with syntactic models of har-
mony [39–48] for modeling harmonic rhythm.

3. THE FORMALISM

3.1 Metrical structure

Metrical structure has been famously modeled by [11] with
a recursive grid of metrical weights and a notation adopted
from metrical phonology in linguistics [49–53]. Examples
of the metrical grid are shown in Figures 2 and 3. In the
grid, each level m is characterized by a multiple (2 or 3)
of the period of the subordinate level m− 1 and an offset.
Generally, the subdivision for regular meters is binary or
ternary [5]; for irregular meters the formalization would
need to be extended to combinations of twos and threes
(e.g. 7

8 = 3
8 + 2

8 + 2
8 ).

The metrical grid can be characterized as follows for
regular meters: the beat level is marked with m0 and the
beginning of the segment or piece is indicated by the in-
dex 0, and locations are indicated in reference to m0.
Each higher metrical level i is characterized by the tuple
(πi, oi), the regularity πi ∈ {2, 3} · πi−1, and the offset
oi := oi−1 + aπi−1, witha ∈ N0, o0 = 0 and π0 = 1.
This ensures that higher levels can only subselect beats es-
tablished in all lower metrical levels. Metrical levels below
the beat (i < 0) are characterized in the same way with
πi ∈ { 12 ,

1
3} · πi+1, and the offset oi = 0. Accordingly,

a metrical grid M is fully defined by the list (or series) of
all tuples M := (πi, oi). The metrical grid is potentially
infinite in duration and has an arbitrary number of metri-
cal levels i. Most commonly, almost all values of π are 2,
except for the levels 1 and 2 in ternary meters.

The metrical weight at position t is characterized as:

WM :=(πi,oi)(t) =
∑
i

(
1−sign(| t−oi | mod πi)

)
(1)

where the 1 − sign(·) function is used to compute 1 for a
position falling on the metrical grid and 0 otherwise. Fur-
thermore, a subsegment of a metrical grid M is character-
ized byM[a,b], where a and b denote the beginning and end
locactions of the open or closed subsegment interval.



3.2 Generative rhythm

The formalism is modeled employing abstract context-
free grammars [47]. The grammar consists of four parts:
G = (C,Σ, P, C0), non-terminal rhythmic categories C,
terminal symbols Σ, production rules P , and, in this case,
a set of start symbols C0 ⊆ C. All sets C, Σ, C0 are infi-
nite.

A rhythmic category consists of a tuple (t,m): a times-
pan t and the metrical grid m associated with the times-
pan. The timespan represents a formalization of the rhyth-
mic time interval (which is going to be generatively sub-
divided). It is itself a triple [a : b : c] that combines
three parts: a downbeat part of a duration b, also called
the body of t, and an initial offset (upbeat) of duration a,
and final offset (coda) of duration c. Durations are de-
fined in beats (∈ Q) including fractions of beats, such as
1
8 . The offset parts can be positive or negative. If pos-
itive, a time segment is added to the core length of b; if
negative, b is shortened by that amount. The total dura-
tion of t is a + b + c. While in practice, a and c are each
mostly no longer than b

2 , it is avoided to postulate such a
restriction theoretically rather than empirically. However,
−b < a < b, −b < c < b, and a+ c <= b are required.

The set of surface symbols Σ consists of musical events
that are characterized by pairs (l,m) of event durations l ∈
Q, l ≤ b in beats with associated metrical weigths m ∈
Q. The separate modeling of the event length in addition
to the timespan is important because a realized event may
in turn occupy a shorter duration than its timespan (e.g.
a quarternote in a half-note timespan, or a staccato note).
This makes it possible to model the type of rests that can
occur in this case. Since the focus in this paper is about
the rhythmic grammar, other features of the musical event
(like pitch) will be left out of account.

The set of start symbols C0 ⊆ C consists of rhythmic
categories that do not have a coda offset:

C0 = {k | k = (t = [a : b : c],m) ∈ C ∧ c = 0} (2)

Because the symbol space is infinite, rules do not con-
stitute rewrite operations over symbols (as in classical
context-free grammars), but as rewrite functions. The set
of generative production rules P is characterized as

P ⊆ {r | r : C → (C ] Σ)∗}, (3)

where the rules are functions that map sets of categories
onto sets of categories or surface symbols, establishing an
abstraction over different paramaterized instantiations of
analogous rules.

The set of core rules constitutes the heart of the gener-
ative formalism. For the generation of rhythmic structure,
five main rules are assumed: split, prepare, (c-split), antic-
ipate, and delay.

Split rule. The main rule of the formalism is split,
which subdivides the body of the rhythmic category, while
the outer upbeat and coda parts remain identical. The split
can induce timestealing such that a timespan protrudes into

an adjacent one by an upbeat or coda of length e. Note that
it does not result in an update of the length of the timespan
body b, but of its upbeat or coda part. This maintains the
core durations at the deep structure. Split can subdivide a
timespan into two or three parts; other subdivisions, such
as four or five, etc., require multiple split operations.

([a : b : c],m0) −→ ([a : d : −e],m1) ([e : b− d : c],m2)

| 0 < d < b,m1 = m0[0,a+d−e[,m2 = m0[a+d−e,a+b+c]
(4)

([a : b : c],m0) −→
([a : d : −e1],m1) ([e1 : f : −e2],m2) ([e2 : h : c],m3)

| d+ f + h = b, m1 = m0[0,a+d−e1[,

m2 = m0[a+d−e1,a+d+f−e2[,m3 = m0[a+d+f−e2,a+b+c]

(5)

The working of these rules may be visualized by the
subtrees they produce (ignoring the metrical assignment):

[a : b : c]

[e : b− d : c][a : d : −e]

[a : b : c]

[e2 : h : c][e1 : f : −e2][a : d : −e1]

It is further assumed that the majority of these split op-
erations divide the body of the timespan equally (d = f =
b
2 , for even b) or into simple integer ratios. The actual
instantiation of these splits in practice is, however, not a
matter that should be decided a-priori at the level of the
formalism. Note, for instance, that an unequal subdivi-
sion like 3:1 in the context of a long note and an upbeat
to the next bar, is not required since such cases are rather
expressed with the upbeat (u-split) rule that is explained
next.

Also note that for categories where the metrical ac-
cent lies at the beginning of the body, it is sufficient to
metrically characterize the split segments by the metrical
weight at the downbeat (onset) of the body. The notation
m = u ⊕ v is used to denote the weight of the downbeat
in terms of the metrical level u generated by the split oper-
ation plus the metrical weight v inherited from the parent
node in the tree. Figure 3 and 4 illustrate this notation.

As an example, a halfnote split into two quarter-notes
or dotted quarter-note split into three eighth-notes would
be expressed like this:

[ 18 : 1
2 : 0]

[0 : 1
4 : 0][ 18 : 1

4 : 0]

[0 : 3
8 : 0]

[0 : 1
8 : 0][0 : 1

8 : 0][0 : 1
8 : 0]

and

Prepare (U-Split) rule. The second core rule models
upbeat structures. It takes the upbeat part of the timespan
of a rhythmic category and generates an own rhythmic cat-
egory from it:

([a : b : c],m0) −→ ([a− d : d : 0],m1)([0 : b : c],m2)

| 0 < d ≤ a,m1 = m0[0,a[,m2 = m0[a,b+c]

(6)

The corresponding tree fragment looks like this:



[a : b : c]

[0 : b : c][a− d : d : 0]

For example, a half-note that is prepared by a combined
upbeat of an eighth and a quarternote would be expressed
as follows:

[ 38 : 4
8 : 0]

[0 : 4
8 : 0][0 : 3

8 : 0]

[0 : 2
8 : 0][0 : 1

8 : 0]

One may postulate a corresponding counterpart to the
upbeat split in the prepare rule; this rule (c-split) would in-
stantiate a rhythmic category from the coda-part of a given
rhythmic category. While it is unclear if such a rule would
indeed be required for tonal rhythm (i.e. a phenomenon of
“post-paration” as opposite to “pre-paration”), still the rule
is listed even though it may be dropped from the formalism
(or be found to not occur empirically):

([a : b : c],m0) −→ ([a : b : 0],m1) ([c− d : d : 0],m2)

| 0 < d ≤ c,m1 = m0[0,a+b[,m2 = m0[a+b,a+b+c]

(7)

Shift rules. Two further rhythmic phenomena do not
relate to subdivision but to the shift of events, such as in
the context of syncopations. In these cases, a rhythmic
category c may be shifted to occur early or late. The cor-
responding rules are anticipate (e-shift) and delay (l-shift).
These rules are unary rules that transform a rhythmic cate-
gory rather than creating a new one.

e-shift: ([a : b : c],m0) −→ ([0 : b : a+ c],m0) (8)

l-shift:([a : b : c],m0) −→ ([a+ c : b : 0],m0) (9)

Surface rules. Finally, from the set of recursive gen-
erated rhythmic subdivisions and transformations a rhyth-
mic surface will be generated. If events are shortened by
timestealing, the lengths of the core are updated (by the
first two rules). In order to ensure that all upbeat parts and
codas have been instantiated either with events or shifts,
surface symbols can only be generated for categories that
have an empty upbeat and coda part. Once generated, sur-
face symbols cannot reenter the generative process.

([a : b : c],m) −→ ([0 : b+ a : c],m) for a < 0 (10)
([a : b : c],m) −→ ([a : b+ c : 0],m) for c < 0 (11)
surface:

([0 : b : 0],m) −→ (b,Wm(0)) (12)
([0 : b : 0],m) −→ (l,Wm[0,l[

(0))(ε, b− l,Wm[l,b]
(0))

| 0 < l ≤ b (13)

In other words, the surface rule yields the rhythmic sur-
face duration l = b or l ≤ b as well as its metrical weight

m. If the event is shorter than its timespan b, the surface
rule also creates a rest event ε that fills up the remaining
space, so that the subsequent events are not affected by the
shortening.

The surface rule is designed in such a way that all
lengths of all surface events add up to the full length of
the entire musical segment from the start symbol:∑

li = a+ b for c0 = [a : b : 0] ∈ C0 (14)

An illustrative example of this sum can be reconstructed
from the surface-note durations in Figure 3 and 4.

4. EXAMPLES

4.1 Melodic rhythm

A first detailed analysis is carried out on the first two bars
of the jazz standard “Blue Bossa”. The tree analysis based
on the generative model is displayed in Figure 3 together
with a corresponding analysis that visualizes the recursive
rhythmic subdivisions and shifts of the same generation
using musical score lines. All durations are encoded fol-
lowing common music notation, i.e. 1

2 refers to a half-
note, 1 to a whole note, or 3

8 to a dotted quarter-note; 1
4

refers to the quarter-note beat level. The figure character-
izes the metrical (sub)grids of each category employing the
m = u⊕ v notation.

Several observations can be made based on the fig-
ure. All of the applications of split illustrate that times-
pans may be subdivided with equal subdivision of the core,
yet resulting in unequal timespan durations based on time-
stealing effects encoded in the upbeat and coda parts of the
timespan category. The derivation of the sixth note pro-
vides an example where an event at the metrical whole-
note level is syncopated by an eighth note and at the sur-
face instantiated shorter than its timespan resulting in the
surface generation of an additional rest.

Further, the first, third, and seventh note may be un-
derstood as upbeats to the subsequent events. The second
halves of measures 1 and 3 have syncopations in which
the shifted events reach into the timespan of the previous
events, causing the notes on beats 3 and 1, respectively, to
be shortened by one eighth note.

4.2 Harmonic rhythm

The formalism proposed has a different application in the
modeling of harmonic rhythm. For instance, this con-
cerns modeling the harmonic-rhythmic structure as it is
contained in leadsheets. A major difference between the
previous case of melodic rhythm is that harmonic rhythm
in leadsheets may well employ (harmonic) upbeats, yet no
rhythmic shifts in the sense of syncopation, anticipation or
delay; also time overlaps that involve the timespan coda
have not been observed. A computational version of this
(sub)model has been proposed in [39].

Figure 4 shows an example analysis of the first 8 bars
of the harmonic phrase of “Blue Bossa”. The tree analy-
sis displays the harmonic syntactic dependencies follow-
ing [47, 54, 55] in conjunction with the harmonic rhythm



[ 14 : 4 : 0]
m = 4

[ 14 : 2 : 0]
m = 3

[ 18 : 1 : 0]
m = 2

[0 : 9
8 : 0]

m = −1

( 9
8 )

m = −1

[ 14 : 1 : − 1
8 ]

m = 2⊕ 1

[ 18 : 1
2 : − 1

8 ]
m = 1

[0 : 1
2 : 0]

m = −1

( 1
2 )

m = −1

[ 14 : 1
2 : − 1

8 ]
m = 1⊕ 2

[0 : 1
2 : − 1

8 ]
m = 1⊕ 2

( 3
8 )

m = 3

[0 : 1
4 : 0]

m = 0

( 1
4 )

m = 0

[ 14 : 2 : − 1
4 ]

m = 3⊕ 1

[ 18 : 1 : − 1
4 ]

m = 2

[0 : 7
8 : 0]

m = −1

(ε, 14 )
m = 2

( 5
8 )

m = −1

[ 14 : 1 : − 1
8 ]

m = 2⊕ 2

[ 18 : 1
2 : − 1

8 ]
m = 1

[0 : 1
2 : − 1

8 ]
m = 1

[ 18 : 1
4 : − 1

8 ]
m = 0

[0 : 1
4 : 0]

m = −1

( 1
4 )

m = −1

[0 : 1
4 : − 1

8 ]
m = 0⊕ 1

( 1
8 )

m = 1

[0 : 1
8 : 0]

m = −1

( 1
8 )

m = −1

[ 14 : 1
2 : − 1

8 ]
m = 1⊕ 3

[0 : 1
2 : − 1

8 ]
m = 1⊕ 3

( 3
8 )

m = 4

[0 : 1
4 : 0]

m = 0

( 1
4 )

m = 0

m =-1:
m =	0:
m =	1:
m =	2:
m =	3:
m =	4:

Figure 3: A rhythmic analysis of the first four bars of the melody of the Jazz standard “Blue Bossa”.

and the metrical levels. This requires a product grammar
as defined by [39] for the formulation of the coordination
between harmonic and rhythmic structures—which is an
application of the formalism as proposed here. The tonic i
at the highest level is equally split into two tonic timespans
at level 3. When the preparing dominant V 7 is inserted,
it causes to take up half of the space of the timespan of i
and causes i to appear later. When iv is introduced prepar-
ing V 7 it is introduced at the same metrical level (level
2) and reaches into the time domain of the initial i (time-
stealing). By analogy, the introduction of ii∅ takes up the
half of the V 7 time domain. Accordingly, the analysis re-
veals that the metrical domains of the chords in the hierar-
chical analysis are not identical with the position where the
chords occur on the surface. Figure 4 (a) displays the step-
wise joint derivation of harmonic syntactic dependencies
and harmonic rhythm.

5. DISCUSSION

The contribution of this paper is to characterize the recur-
sive internal structure of musical rhythms using a formal
grammar. This goes beyond the GTTM, which does not
propose a model of rhythm, and further argues that the in-
ference of the hierarchical rhythmic deep structure is cen-
tral to music cognition. Because of the joint representation
of rhythmic and metrical structure in the model, a parser of
the proposed abstract grammar of musical rhythm instan-
tiates rhythmic interpretation and metrical inference at the
same time.

In this formalism, the concept of timestealing is pro-
posed. It is modeled at the highest metrical level it affects,
and the split operation already sets up the timespans for
subsequent preparation or shift operations in the upbeat or
coda parts of the timespan category. This modeling ensures
that all operations remain context-free and could be im-
plemented and parsed efficiently with a parser of abstract



4: | i | | | | | | | |

3: | i | | | | i | | | |

2a: | i | | | | V 7 | | i | |

2b: | i | | iv | | V 7 | | i | |

1: | i | | iv | | ii∅ | V 7 | i | |

s: |Cm7 | |Fm7 | |Dm∅|G7 |Cm7 | |
(a) Schematic stepwise top-down generation of the chord se-
quence including harmonic rhythm. The generation occurs top-
down from the single tonic i at metrical level 4. If a bar is empty,
it is in the domain of the preceding chord. The row numbers in-
dicate the metrical level. There are two operations at the same
metrical level. The last row contains the chord sequence as it
appears in the leadsheet.

i [0 : 8 : 0]
m = 5

i [2 : 4 : 0]
m = 4

i [0 : 2 : 0]
m = 3

Cm7 (2)
m = 3

V 7 [2 : 2 : 0]
m = 3⊕ 1

V 7 [0 : 2 : 0]
m = 3⊕ 1

V 7 [0 : 1 : 0]
m = 2

G7 (1)
m = 2

ii7[5 [0 : 1 : 0]
m = 2⊕ 2

Dm7[5 (1)
m = 4

iv [0 : 2 : 0]
m = 3

Fm7 (2)
m = 3

i [0 : 4 : −2]
m = 4⊕ 1

Cm7 (2)
m = 5

(b) Harmonic syntax tree co-generated with rhythmic-metrical
structure. At the surface, the numbers in parenthesis encode du-
ration and m its metrical weight (see also part (a) of the figure).

Figure 4: Syntactic analysis of the harmony and its rhythm in the first phrase of the Jazz standard “Blue Bossa” in C minor.

context-free grammars. This would not be guaranteed if
the upbeat feature would only be instantiated at the upbeat
or shift operation, for instance. If such an upbeat would
reach across a border at a different metrical level the infor-
mation to adapt the coda part of the adjacent subtree would
have to perculate through the tree in a context-sensitive
fashion, thus resulting in a model of much higher compu-
tational complexity. Such an instance could, for example,
be observed in the syncopation of the sixth note in Figure
3. The eighth note syncopation of a note at the whole-note
level results in a shift of the corresponding right neighbor
at the quarternote level, accordingly the information would
have to traverse one node up and four nodes down the tree
to reach the right node. Further, a generation of upbeats
and shifts without timespan reservation may result in the
generation of impossible structures if both sides expand in
a unrestricted context-free fashion.

Because of the hierarchical modeling of shifts of times-
pans, it is not necessary to include “hacks” such as binding-
over of events as in musical notation (as in the long notes
C and F in Figure 3) since the logic of syncopation can be
modeled directly. With the formalism and the upbeat fea-
ture it is further possible to model the rhythmic displace-
ment of an entire group of events, such as the syncopation
of four quarternotes by an eighth note.

The tripartite representation of a timespan with upbeat,
core, and coda parts makes it possible to maintain the sim-
ple split ratios at the deep structure. It also models the nor-
malized locations where syncopations originated, as well
as the overarching timespan that a deeper event dominates
even though it may only occur at a different surface posi-
tion (such as the tonic or dominant symbols in Figure 4).
Maintaining simpler deep structure relations aggregates of
similar rules, which establishes theoretical parsimony and
facilitates probabilistic modeling and inference.

In the presented model rhythmic structure is generated
in alignment with meter. It is possible to devise a variant

of the model such that metrical structure is co-generated
jointly with rhythm rather than having it defined with the
start category. The additive m = u ⊕ v characterization
as used in Figure 3 and 4 defines metrical weight with a
current metrical level and a part inherited from the parent.
Split, prepare and shift rules can be redefined in such a
way that they recursively generate each successive metri-
cal level. While such an approach has advantages for com-
plex and irregular rhythms, it would require additional con-
straints to ensure metrical consistency across independent
context-free subtrees.

The proposed formalism models the generation of a sin-
gle rhythmic sequence. For musical structures with multi-
ple streams or voices, additional parallel trees can be in-
stantiated which need to fulfill the constraint that their de-
rived metrical structures are aligned. Moreover, complex
(non-Western) rhythms and meters can be modeled with an
extended model of meter that allows for non-isochronous
or additive subdivisions [5]. Application of a computa-
tional implementation of the model would be measures of
rhythmic complexity based on the derivation tree as well as
rhythmic similarity based on largest embeddable common
subtrees as for instance employed in [43].

The fact that rhythmic relations instantiate upbeats and
splits is closely related to the core syntactic principles of
preparation and prolongation [54]. This is corroborated by
the fact that harmonic syntax and rhythm are found to be
highly correlated in computational modeling [39].

Finally, there is also a close relation between such recur-
sive rhythm and grouping; in fact, the higher order rhyth-
mic categories reflect or constitute the grouping structure,
refining the concept from the GTTM [11]. Crucially, it has
not been argued that this model holds for all rhythms found
in musical practice. Rather, the formalism models rhyth-
mic interpretability based on the deep structural rhythmic
dependencies outlined; while music is highly flexible, cer-
tain complex rhythms (Figure 1) may not be interpretable.
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