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ABSTRACT

This paper, presents an interactive approach for the analysis
of electro-acoustic music. An original classification scheme
is devised using relevance feedback and active-learning seg-
ment selection in an interactive loop. Validation and correc-
tion information given by the user is injected in the learning
process at each iteration to achieve more accurate classifi-
cation. An experimental study is conducted to evaluate and
compare the different classification and relevance feedback
approaches that are envisaged, using a database of poly-
phonic pieces (with a varying degree of polyphony). The
results show that the different approaches are adapted to dif-
ferent applications and they achieve satisfying performance
in a reasonable number of iterations.

1. INTRODUCTION

Being composed directly with the “sound material” using
recording techniques [18], electro-acoustic music differs from
other more conventional musical forms. Composers of the
genre do not use score sheets to write music and there is
no common agreement on a standard notation system to be
used to create symbolic representations for such composi-
tions. Electro-acoustic music is traditionally organized in
sound objects. Here, we define “sound object” as any sound
event perceived as a whole [18]. Most of the time a musi-
cal piece does not expose separate sound objects as simul-
taneous sounds are masking each others due to polyphony.
Consequently, the analysis of this music is quite complex
and totally user-centered as it is essentially concerned with
the subjective identification of sound objects of interest to
the user. The reader can refer to [1] for examples of electro-
acoustic compositions.

This work presents an interactive classification system
for electro-acoustic music analysis using relevance feedback.
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In previous works, relevance feedback has been widely used
in content-based image retrieval tasks (see [4] for an overview).
By contrast, in the field of music information retrieval, rele-
vance feedback and active learning have only been exploited
in a few music information retrieval studies, for pop mu-
sic retrieval based on user preferences [11] or mood/style
classification [15]. More closely related works in this field
have focused on “standard” instruments and percussion tim-
bre classification [7, 8, 14] by building supervised systems
based on large databases. In the electro-acoustic case, com-
posers exploit various sound sources and one does not have
a-priori knowledge about these sources which are most of
the time polyphonic and heterogeneous.

In this paper, following our previous works [9, 10], we
propose a complete system for electro-acoustic music anal-
ysis, and evaluate and compare different relevance feedback
approaches to our problem. The initialisation of the sys-
tem is achieved through an interactive segmentation phase
(mostly similar to [9]) to obtain initial texture segments (see
Figure 1 and 2). Then, these segments are processed by an
interactive classification module using relevance feedback
and active learning segment selection. From a user’s point
of view, the search for a target sound object begins with the
selection of a characteristic segment for each sound class.
Then, the system enters in an interaction loop and suggests,
at each iteration, segments to be annotated by the user so as
to make learning progress. On each new proposed segment,
the user can correct the system’s label prediction. The inter-
action loop ends when the user is satisfied with the labels.
We compare different classification and relevance feedback
approaches for different degrees of polyphonic complexity.
This study shows that different methods are more adapted to
different applications.

The paper is organized as follows: Section 2 presents
the musical motivations and the results of musicologists’ in-
terviews that were carried out to acquire prior knowledge
on their approach to the analysis of electro-acoustic mu-
sic. Section 3 describes the interactive system including the
user interaction scenario and active learning segment selec-
tion strategy. Section 4 is dedicated to the evaluation of the
method and the last section suggests some conclusions.
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2. MUSICAL MOTIVATIONS

Our work attempts to address musicologists’s need for new
tools for the analysis of non written music. Thus, for a
better understanding of their expectations, interviews were
held with three musicologists with a special expertise in
electro-acoustic music analysis. The questions were about
their personal methodology for analysis and the utility of
computer-based sound analysis tools to their work. By ana-
lyzing their answers, some common habits can be identified
in their methodologies. Of note is the fact that they always
listen to the whole piece from 4 to 10 times to locate promi-
nent sound objects and build a viewpoint to begin the anal-
ysis. Another common habit is to listen to the same piece
several times and focus on one sound category at each time.
In all the interviews, the musicologists approach the analy-
sis as a sound object transcription task . For some of them,
the transcription helps forming a viewpoint of the piece be-
ing analysed, whereas the others already have one when they
begin the transcription. All the subjects mentioned that they
do not transcribe all sound objects of the piece but only those
which are useful for their personal analysis viewpoint.

For the question about the utility of computer-based tools,
they expressed some wishes which are all related to the sound
object transcription. The first was to locate the main sound
objects of the piece and help them verify their transcription.
Another important wish was to find all the instances of one
sound object by giving a segment of the target sound to the
tool. This function could also help them to discover sound
instances that they did not notice.

This work takes those musical motivations into account
and proposes an interactive system for helping musicolo-
gists in the transcription task.

3. INTERACTIVE CLASSIFICATION SYSTEM

In this section, we describe all the aspects of the system in-
cluding the expression of the user point of view.

3.1 Architecture

Figure 2 (A) is a representation of a polyphonic piece which
involves potential sound masking: the distinct sound lay-
ers are arranged in parallel timelines (one for each sound
class). The goal of the transcription is to mark the pres-
ence of all target sounds in the whole piece. The classifica-
tion operates on texture segments, i.e. temporal fragments
of homogeneous timbre (as shown with vertical red lines in
Figure 2). The system architecture is divided in two dis-
tinct parts: the initialisation and the interaction loop which
performs the classification of the texture segments and asks
feedback from the user. We compare two different inter-
action loop approaches in this work. The first approach is
multi-pass: the interaction loop focuses on one sound class
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Figure 1. Overview of the interactive system

at each pass, following the habits of the musicologists who
are used to listen to the same piece several times and fo-
cus on one sound category for one listening (see Section 2).
The other approach is referred to as one-pass: the interac-
tion loop considers all the sound objects simultaneously at
each time and consequently the user feedback applies to all
the classes of interest.

The interactions of the user with the system can be sum-
marized as follows:

1. Initialisation

(a) The system starts with an interactive segmenta-
tion phase. If the user is transcribing N classes,
for each class Ci a characteristic segment Si is
associated with i ∈ {1...N} (see Figure 2). In
order to obtain the initial characteristic segments
of all the sound classes corresponding to the user’s
point of view, in this first interaction phase, the
user moves a slider which controls the global
segmentation level until the most adapted seg-
mentation is reached. Texture segments are cre-
ated from this segmentation.

(b) The user selects a characteristic texture segment
Si for each target sound class

2. Interaction loop

(a) The system learns from the validated segments
and enters in the classification process to auto-
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matically predict labels for the remaining parts
of the signal.

(b) In order to improve the previous classification,
the system selects a segment, based on the active
learning strategies described in Section 3.3.5, and
asks feedback from the user. In the multi-pass
approach, the system predicts the presence/absence
of the current target class and the user validates
or corrects the selected segments prediction. In
the one-pass approach, the user corrects the pres-
ence/absence prediction of all the target classes
for the selected segment.

(c) In the multi-pass approach, one vs all classifi-
cation and feedback ((a) and (b)) iterations pro-
ceed until the user is satisfied with the result for
the current class, before entering a new pass,
that is a new interaction loop, for the next classes,
until all classes have been covered. In the one-
pass approach all classes are considered jointly
from the very beginning of the interaction loop
and the system iterates multi-class classification
and feedback until the user is satisfied with the
overall prediction.

Figure 2. Time-line representation of a polyphonic piece
with 3 sound classes and the characteristic segments of the
target classes. Though the distinct sound layers are here dis-
played in parallel time lines (A), in real situations the user
can actually only see the final mix made by the composer
that appears as a single track (B). The initial user selection
and subsequent validations are done by listening.

A total of 217 feature coefficients are extracted from 25
classic audio descriptors on 20 ms windows with 50% over-
lap, to be used both for the initial segmentation and the sub-
sequent classification. The reader can refer to [6, 17] for a
complete description of the features. All the feature vec-
tors used and the corresponding dimensions are listed in the
website of the paper 1 . Feature extraction was performed

1 http://www.tsi.enst.fr/˜gulluni/ismir2k11/

using the YAAFE software [16].

3.2 Interactive Clustering

The goal of the clustering is to obtain a segmentation adapted
to the users’ point of view as described in the initialisation
paragraph of section 3.1. The reader can refer to [9] for a
detailed explanation of the initial clustering. First, onset de-
tection is performed and the resulting detection function is
used to obtain inter-onset segments. Subsequently, a clus-
tering is performed on the inter-onsets vectors Xj with an
agglomerative hierarchical approach to obtain texture seg-
ments. The number of target clusters of the algorithm is
controlled by the user in the interface with a slider to obtain
an adapted segmentation.

3.3 Classification

In this system, the classification task consists in detecting
the presence of given sound classes in every texture seg-
ment of the musical piece. Support Vector Machine (SVM)
classifiers [2] with probabilistic outputs 2 are used in a “one
vs all” fashion. Three different methods are compared to
obtain the final prediction: a multi-pass approach and two
variants of a one-pass approach.

3.3.1 Feature Selection

After the initialisation phase, a feature selection based on
the Fisher discriminant [5] is performed. The algorithm iter-
atively selects the attributes which maximize the Fisher dis-
criminant and the d best features are kept to define the fea-
ture space for the target class. The parameter d was exper-
imentally determined using a separate database and a value
of d = 10 has been found to be an appropriate trade-of be-
tween performance and complexity. The goal of the selec-
tion is to create a relevant descriptor for each sound class.
As this selection is part of the interaction loop, the sound
descriptors may evolve accordingly with the user feedback.
This method is adapted to our problem since we do not have
prior knowledge on the sound sources.

3.3.2 Multi-pass (MP)

In this approach, the N sound classes are treated sequen-
tially: the user tries to spot all occurrences of the current
class Ci before beginning the next class. This enables the
user to focus on one sound category at each time following
the habits described in Section 2. Therefore, the correspond-
ing feedback is quite simple: the user validates/corrects the
presence or absence of the current class for the segment
selected by active learning (see 3.3.5). For the learning
phase, positive samples are those which contain the target
sound class and negative samples are those which do not.
This implies that the positive segments may be complex

2 we use the libSVM implementation [3].
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sound mixtures which contain other sounds. Using proba-
bilistic SVMs, posterior probabilities p(Ci|Xk) are obtained
for each frame observation Xk.

3.3.3 One-pass

In the one-pass approach, the classification is carried out
as in a ”standard” multiclass problem, where all classes are
jointly taken into account. Consequently, the user tries to
transcribe all the sound classes at the same time and the cor-
responding feedback requested to the user is to validate/correct
the presence or absence of all the sound classes for the se-
lected segment (see 3.3.5). Two classification methods are
compared in this approach.

The first one (one-pass 1) uses the same classification
method as the MP approach: for N sound classes, N clas-
sifiers are trained with positive samples being those which
contain the target sound class and negative samples being
those which do not.

The second method (one-pass 2) differs in that it can in-
troduce new classes through the iterations by considering
texture classes deduced from the user’s feedback, i.e. for a
given feedback iteration, if the user formulates that the cor-
responding selected segment contains more than one sound
class, say classes A and B, a new texture class is created, that
is composed of the union of those classes (i.e. A ∪ B), and
the corresponding classifier trained. HenceM classifiers are
here used in the polyphonic case, with N ≤M ≤ 2N .

3.3.4 Segment-level predictions

Given the posterior probability p(Ci|Xk) of classCi on each
frame feature vector Xk, P (Ci|Xkτ , ..., Xkτ+Lτ−1) (a seg-
ment-level probability) is computed for each texture seg-
ment obtained in the clustering phase. For this, the sum of
all frame-level log probabilities is used. The probability on
the τ th texture segment of length Lτ is given by:
P (Ci|Xkτ , ..., Xkτ+Lτ−1) =

∑kτ+Lτ−1
k=kτ

log p(Ci|Xk).
Then, the label of a texture segment is given by the maxi-
mum probability criterion.

3.3.5 Active learning for segment selection

Relevance feedback has been widely used in multimedia In-
formation Retrieval. The reader can refer to [12] for an
overview. In the context of this work, our approach con-
sists in gradually adding new segments validated by the user
in the learning process. As a consequence, the labels pre-
dicted for the other segments may evolve at each iteration
of the algorithm. The process begins with a limited num-
ber of segments for training the classifier and the training
segment dataset grows step by step as user-validated seg-
ments are injected. The goal of this approach is to obtain the
correct labeling of samples in a reasonable number of iter-
ations. Active learning theory proposes sampling strategies
which are used to select the segments to be user-validated

first. The two interaction loop approaches use different sam-
pling strategies. The Multi-pass approach uses the most
ambiguous strategy: in the SVM classifier, most ambigu-
ous samples are the closest to the hyperplane in the feature
space. This strategy is adapted to binary classification prob-
lems and was shown to give the best results in a previous
study [10]. The one-pass approach uses the best versus sec-
ond best strategy which has been successfully used in image
classification [13]. This strategy uses the difference between
the probabilities of the two classes having the highest esti-
mated probability value which provides an estimation of the
confusion about class membership.

For each frame-level probability, we compute a score s(k)
in accordance with the sampling strategy used. Given this
score, for each frame of audio, we obtain a score for each
texture segment by temporal integration, where the segment
score is the mean of the underlying frame scores: Sτ =
1/Lτ

∑kτ+Lτ−1
k=kτ

s(k) for the τ th texture segment. The tem-
poral integration allows us to obtain a unique sampling strat-
egy score for each segment and to rank them. Therefore, the
segment which maximizes the score is selected by the sys-
tem and a feedback request is sent to the user.

4. EVALUATION

User-based experiments are very time consuming and re-
quire the creation of ground-truth annotation of numerous
music pieces, which often turns out to be even more tricky,
especially as far as electro-acoustic music is concerned. In-
deed, there exists only a few annotations in this case which
mix the description of sound objects with the annotators’
subjective interpretation of the pieces. As a result, to val-
idate our method with a descent number of files and eas-
ily compare the different parameters settings, we opted for
a user simulation with synthetic music pieces generation.
Nevertheless, much care has been taken in order to make this
procedure completely realistic as will be further explained
hereafter.

4.1 Synthetic pieces generation

The synthetic pieces generation process is similar to our pre-
vious work. The reader can refer to [10] for a complete de-
scription. 24 homogeneous sounds (hence 24 classes) of dif-
ferent lengths (from a second to a minute) were selected by
composers of the Groupe de Recherches Musicales 3 (INA-
GRM) for the generation process. 100 pieces of 2 minutes
containing 5 different sound classes for each were gener-
ated. 5 versions of each piece were obtained by varying
the polyphonic degree from 1 to 5 (i.e. 500 synthetic sound
files). Consequently, the nth variation of a given piece will
have a maximum number of n sounds playing simultane-

3 http://www.inagrm.com/
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ously. In the generation process, 5 distinct sounds are se-
lected randomly for a given piece and different instances of
each sounds are concatenated/juxtaposed accordingly with
the polyphonic degree of the piece.

4.2 User simulation

In this work, we exploit a user feedback simulator to facili-
tate the evaluation. It is used both in the initialisation phase
and in the interaction loop. For the initialisation, the slider
position controls the overall segmentation level of the piece
and the user has to choose the position which best matches
his/her viewpoint assuming that the user will tend to try to
maximise the segmentation F-measure score. Hence, the lat-
ter is computed for all the slider positions, i.e. all possible
levels of the hierarchical clustering used for segmentation.
The F-measure is computed with a temporal precision win-
dow of 0.5 s over the segmentation’s boundaries. The slider
position which maximizes the F-measure is used as the ini-
tial segmentation level before entering the interaction loop.
For the selection of class initialisation segments Si, the seg-
ments in which the target sound class Ci is the loudest were
selected. For each texture segment τ we compute an en-
ergy ratio: RCi,τ = ECi,τ/

∑
l 6=iECl,τ where ECi,τ is the

root mean square energy of the τ th texture segment for the

class Ci. ECi,τ =
√

1/Lτ
∑kτ+Lτ−1
k=kτ

x2
i (k) with xi the

signal of the class Ci. For a given sound class Ci, the tex-
ture segment which maximizes the ratio RCi is selected as
the initialisation segment for Ci. In the interaction loop, the
successive interaction steps of the user with the system, ex-
posed in Section 3.1 were simulated for the 500 sound files
of the whole corpus. In this work, for active learning seg-
ment selection, we filter segments shorter than 0.5 s since
they could be misjudged by the user when asked for valida-
tion, due to human perception limitations. A basic version
of the function undo is also simulated: if an acceptable level
of satisfaction (F-measure ≥ 0.85) is reached for a given
class Cl, the results must not decrease in the next iterations.
Therefore, if the results decrease, we suppose that the user
will use the undo function and lock the class Cl to retain
the previous classifier predictions and re-use them (without
further updating) for the next iterations.

4.3 Results

We monitored the behaviour of the F-measure scores for 500
pieces over the iterations of the algorithm with the differ-
ent interactive approaches. In the different methods, we fix
a maximum number of iterations of 30 since good results
should be obtained in a reasonable number of interactions.

As it was observed in our previous work [10], the re-
sults decrease accordingly with the polyphonic complexity
of the pieces. Figure 3 shows the F-measure results across
the iterations for a particular class with the MP approach
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(polyphony=4). It is observed that good results can be ob-
tained after 10 iterations with this reasonable polyphonic de-
gree. Given the nature of this approach, which permits the
user to focus on one class for the whole process, the obtained
number of iterations must be multiplied by the number of
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classes to adress in the music piece.
Figure 4 compares the one-pass approaches (OP1 and

OP2) for a polyphonic degree of 2. The Figure 5 compares
the same approaches for a polyphonic degree of 4. The re-
sults show that the method OP2 which introduces new mix-
ture classes with user feedback gives better results. These
approaches are both considering all the classes of interest
at the same time and we observe that they can reduce the
total number of iterations comparing to the MP approach
in which the user must repeat the process to address all the
classes. A satisfying median F-measure of 0.85 can be ob-
tained in 20 iterations with OP2 for a whole piece.

5. CONCLUSION

In this paper, we have proposed two different interactive ap-
proaches for helping the analysis of electro-acoustic music.
In the multi-pass approach, the user focuses on one sound
class at each time. In the one-pass approaches, the user
gives a more informative feedback to treat all the classes
of the file simultaneously. The results show that the MP ap-
proach is more adapted to a small number of classes: if the
number of classes to transcribe is important, satisfying re-
sults can be obtained in a smaller number of iterations with
OP2 (the most effective one-pass approach).

Future works will focus on integrating the labeling infor-
mations of the initial clustering. To validate the system with
real pieces, we will extend the evaluation to real users and
work on the design of an appropriate user interface.
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