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ABSTRACT

With the rapid growth of music information and data in
today’s ever changing world, exploring and analyzing mu-
sic style has become more and more difficult. Traditional
content-based methods for music style analysis and newly
emerged tag-based methods usually assume music items
are independent of each other. However, in real world ap-
plications, do there exist some relationships among them.
In this paper, we construct the social relation graph among
different music artists by extracting the friendship infor-
mation from social media such as Twitter, and incorporate
the generated social networking graph into tag-based mu-
sic style clustering. Experiments on real data show the
effectiveness of this novel integration of different infor-
mation sources.

1. INTRODUCTION

As the rapid growth of music items on the Internet, music
style analysis such as music classification and clustering
has become increasingly prevalent in music information
retrieval research. Traditional methods usually focus on
audio feature extraction and acoustic content analysis. For
example, Pampalk et al. [19] integrate different similari-
ty sources based on fluctuation patterns and use a nearest
neighbor classifier to categorize music items. Chen and
Chen [3] apply both long-term and short-term features and
uses support vector machines to classify music genres.

More recently, methods utilizing music social tags have
emerged and have been receiving more and more atten-

Permission to make digital or hard copies of all or part of this work for

personal or classroom use is granted without fee provided that copies

are not made or distributed for profit or commercial advantage and that

copies bear this notice and the full citation on the first page.
c© 2011 International Society for Music Information Retrieval.

tion. Social tags are free-text descriptions added by user-
s to express their personal views and interests in music
items such as songs, artists, albums, and playlists. The
tags provide direct insights into user behavior and opin-
ions and the retrieval methods using tags have been shown
to be more effective than the traditional methods solely
based on music content analysis [14,24,27]. For example,
Bischoff et al. [2] demonstrate that different types of so-
cial tags can improve music search. Symeonidis et al. [23]
propose a music recommendation algorithm using a user-
tag-item tensor. Wang et al. [26] show the effectiveness of
tag features by way of joint analysis of tags and contents.

Although the content-based and tag-aware methods are
successful in many music information retrieval applica-
tions, they make a somewhat curious assumption that mu-
sic items are independent of each other, which is not al-
ways true. In this paper, we assume that music items are
related to each other and try to establish relations among
them by discovering relationships among artists. To do
this we look for the “following” information on Twitter
and construct a linked graph to represent the artist so-
cial network. We then propose a novel tag-aware music
style clustering system utilizing this network by way of
matrix factorization. By assuming that the “follower” re-
lationship as represented in the social network thus build
is transitive, we can capture indirect relationships among
the artists, which are usually ignored in the existing music
style clustering methods.

The rest of this paper is organized as follows. Section 2
discusses the related work. Section 3 introduces our pro-
posed approaches for constructing the artist social graph,
generating artist relation matrix, and clustering using rela-
tion matrix based factorization. We conduct experiments
on a real world data set and Section 4 presents the experi-
mental results. Section 5 gives an conclusion and discuss-
es the future work.
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2. RELATED WORK

Automatic music analysis such as music item clustering,
classification, and similarity search has been playing a
central role in music information retrieval. Traditional au-
tomatic music analysis methods usually focus only on au-
dio content analysis via audio feature extraction. Timbral
texture features [25] are the most widely used features,
which usually consist of Short-Term Fourier Transform
(STFT) and Mel-Frequency Cepstral Coefficients (MFC-
C) [21]. Various data mining and statistical methods have
been applied to such features for classification and clus-
tering of music items, such as artists, songs, and album-
s [3, 4, 6, 12, 20, 25].

Analysis of music social tags is a subject quickly gain-
ing popularity in music information retrieval research.
Music social tags are free-text descriptions of any length
(though in practice there sometimes is a limit in terms of
number of characters) with no restriction on the words to
be used. Because they are free texts, they are thought of
as representing feelings of listeners on the music items
(artists, songs, etc.) for which they leave tags. Also, be-
cause they are free texts, they range from a single character
(e.g., “!”) to a full sentence (e.g., “I love you baby, can I
have some more?”). However, in many cases, they are one
or two words, such as “Sad”, “Happy”, “Black Metal”,
“Loved it”, and “Indie Pop”. As can be easily seen social
tags include words that do not necessarily appear as labels
experts such as musicologists provide. Their amateurism
notwithstanding, by collecting a large number of tags for
one single piece of music item, an understanding can be
obtained on how the general listeners appreciate the item.
With that idea, work has been done to show the promise of
using tags for music data analysis. For example, Lamere
and Pampalk [15] use tags to enhance simple search, sim-
ilarity analysis, and clustering of music items. Lehwark
et al. [17] generate visual clustering of tagged music da-
ta. Karydis et al. [13] propose a tensor-based algorithm to
cluster music items using 3-way relational data involving
song, users, and tags. The effectiveness of tags may come
from the fact that the distance between the original data
source and the tag in terms of informativeness appears to
be much smaller. There also exist a few efforts in combin-
ing content-based and tag-based analysis. For example,
F. Wang et al. [27] attempts to integrate audio contents and
tags for multi-label classification of music styles. D. Wang
et al. [26] explores the integration of music content and
tags in the problem of artist style clustering.

In addition to social tags, much more social informa-
tion has become available on the Internet. For instance,
social networking sites, such as Facebook and MySpace,

and a social medium Twitter can provide the friendship
information among users by adding a friend on Facebook
or following a tweet page on Twitter. Recent work by
Anglade et al. [1] uses complex network theoretic analysis
to group similar listeners. Jacobson et al. [11] and Fields
et al. [8] study the influence of social networks for the mu-
sic community detection and playlists generation. In this
paper, we explore the effectiveness of the joint use of the
analysis of the social networking graph and the tag-based
music style clustering.

3. METHODOLOGY

3.1 Framework

Figure 3.1 shows the framework of our proposed music
style clustering system that integrates tag and social graph
analysis. Given a collection of representative music pieces
from different artists, we first obtain the tags describing
these music pieces to construct a music-tag matrix and
generate the social networking graph among the artists,
from which the artist relation matrix is created. We then
perform matrix factorization on the music-tag matrix us-
ing artist relation matrix as the base. Upon the conver-
gence of the factorization, we can obtain the music style
indicator matrix and finally partition the music pieces into
different style groups.

music tag
representation

artist social
graph

artist relation
matrix

factorization using artist
relation matrix as basesrelation matrix as bases

artist style
cluster

tag style
cluster

indicator indicator

Figure 1. The framework of the proposed method.

3.2 Artist Social Graph Construction

In order to construct an artist social graph, we select 327
artists that are active users of Twitter. The genres cov-
ered these artists are Pop, Jazz, Rock, Hip Hop, and Coun-
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try. Each node of the graph represents an artist. For these
artists we extract the “following” information among these
artists using the API provided by Twitter. If artist Ai is
“following” the tweets of artistAj , there will be a directed
link from node Ai to node Aj . An example of the gener-
ated social graph is shown in Figure 2.

Rihanna Nicki Minaj

Katy Perry
Pink

Lady Gaga

Bruno Mars
Taylor Swift

Britney Spears

Figure 2. An Example Social Graph Generated from
Twitter.

3.3 Artist Relation Matrix Generation

Based on the artist social graph, we can generate the artist
relation matrix which considers both the direct and indi-
rect relationships using the method proposed in [9]. Sup-
pose that artist Ai is followed by a set of artists Fi, a
matrix S to represent the direct relationships among the
artists can be computed in this way:

Sji =

{
1/|Fi| ifAj ∈ Fi

0 otherwise
,

where |Fi| is the size of set Fi. To capture the indirect
relationships, we perform a random walk on the directed
graph denoted by S. An artist can be identified as a relat-
ed one if the random walk stops at the node representing
him/her. A parameter α is used to specify the probability
that the random walk stops at the current node which is set
to 0.99 in the experiments, and based on the properties of
random walk, the relation matrix can be computed as

B = (1− α)(1− αS)−1.

3.4 Factorization with Artist Relation Base Matrix

3.4.1 the Model

In order to obtain the music style clusters, we perform ma-
trix tri-factorization [7] using the artist relation matrix as

the base matrix. The problem can be treated as an opti-
mization problem with the following objective:

min
B≥0,U≥0,V≥0

||X −BUV T ||, s.t.UTU = I, V TV = I,

where X denotes the artist-tag matrix, and B is the gen-
erated artist relation matrix as described in Section 3.3.
From U , we can obtain the artist-style clusters, and from
V we can get the tag-style clusters. To solve this opti-
mization problem, we use an algorithm similar to the tri-
factorization [7] and nonnegative matrix factorization (N-
MF) [16] to iteratively update U and V as follows:

Uas ← Uas[CB
TV ]as

Vts ← Vts[BD
TU ]ts,

where Cij = Xij/[UV
TB]ij , and Dij =

Xij/[BUV
T ]ij . Different with the traditional tri-

factorization approach, here we use the social relation
matrix as the base matrix to incorporate social networking
information among the artists, and the base matrix is fixed
during the updates of the other two matrices. The benefit
of using the base matrix is that the artist relations obtained
from the social media can be naturally incorporated to
guide the factorization procedures.

3.4.2 Computational Algorithm

In the algorithm derivation, we follow the Expectation-
Maximization (EM) procedure to maximize the marginal-
ized likelihood of observations by iteratively updating the
artist-style and tag-style matrices until convergence. The
computational algorithm is described in Algorithm 1.

3.4.3 Algorithm Correctness

Now we prove the loss `(U, V ) is nonincreasing under the
update rules.

Proof Let αiklj = BikŨklṼjl/[BŨṼ
T ]ij . Applying

Jensen’s inequality, we obtain

`(U, V ) =
∑
ij

(
∑
kl

BikUklVjl −Xij ln(
∑
kl

BikUklVjl))

≤
∑
ij

∑
kl

(BikUklVjl −Xij ln
BikUklVjl

αiklj
)

=−
∑
ijkl

CijBikŨklṼjl ln(UklVjl)

def
=Q(U ,V; Ũ , Ṽ).

(1)

The equality holds when U = Ũ and V = Ṽ . Instead
of minimizing `, we minimizeQ without the non-negative
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Algorithm 1 Factorization given an artist relation base.

Input: X: artist-tag matrix.
B: artist-artist matrix;

Output: U : artist-style matrix;
V : tag-style matrix.

begin
1. Initialization:

Randomly initialize U and V .
2. Iteration:

repeat
2.1 Compute Cij = Xij/[UV

TB]ij ;
2.2 Assign Uas ← Uas

[
BTCV

]
st

,
and normalize each column to 1;

2.3 Compute Dij = Xij/[BUV
T ]ij ;

2.4 Assign Vts ← Vts

[
DTBU

]
dt

,
and normalize each row to 1;

until convergence
3. Return U , V
end

constraints. Later on, we find that the update rules satisfy
the non-negative constraints. The Lagrangian of Q is

L(U ,V; ξ) = Q(U ,V; Ũ , Ṽ) + ξT (UT 1− 1).+ ζT (V1− 1).
(2)

The Karush-Kuhn-Tucker (KKT) conditions are

∂LUkl =− 1

Ukl
Ũkl

[
BTCṼ

]
kl

+ ξl = 0, (3)

∂LVjl =− 1

Vjl
Ṽjl

[
DTBŨ

]
jl

+ ζj = 0, (4)

∂Lξl =
∑

k

Ukl − 1 = 0, (5)

∂Lζj =
∑

l

Vjl − 1 = 0 (6)

We derive the update rule from the KKT conditions. We
can verify that the update rules keep U and V non-
negative.

4. EXPERIMENTS

4.1 Data Collection

For experimental purpose, we select 327 most popular
artists of the following 5 styles: Pop (91 artists), Rock (67
artists), Country (55 artists), Jazz (48 artists), and Hip Hop
(66 artists). We use the API provided by Twitter to check
if there is a “following” relationship among these artists.

The style information and tags of the artists are collected
from Last.fm (http://www.last.fm).

4.2 Implemented Baselines

We implement the following baselines to compare them
with our proposed method which integrating the social
tags and the social networking graph.

• K-means - performs standard K-means clustering
on the artist-tag matrix.

• Normalized Cuts (Ncut) [28] - conducts graph-
based spectral clustering using normalized cuts.

• Nonnegative Matrix Factorization (NMF) [16] - per-
forms nonnegative matrix factorization on the artist-
tag matrix to obtain the artist-style matrix from
which the artist cluster assignments can be obtained.

• Tri-factorization (Tri-fac) [7] - performs tri-
factorization on the artist-tag matrix.

• Probabilistic Latent Semantic Indexing (PLSI) [10]
- performs PLSI on the artist-tag matrix.

• PLSI+PHITS [5] - combines the tag-based analy-
sis with social graph using PLSI plus Probabilistic
Hyperlink-Induced Topic Search (PHITS).

These baseline methods that we use in the experiments
are most widely used clustering algorithms and some new
emerged methods combing content and link analysis in da-
ta mining, information retrieval, and social network anal-
ysis areas. We aim to compare our proposed models with
the state-of-the-art methods for artist clustering.

4.3 Evaluation Methods

To measure the artist style clustering performance, we use
accuracy and normalized mutual information (NMI) as
performance measures.

• Accuracy measures the relationship between each
cluster and the ground truth class. It sums up the
total matching degree between all pairs of clusters
and classes. Accuracy can be represented as:

Accuracy = Max (
∑

Ck,Lm

T (Ck, Lm))/N,

where Ck denotes the k-th cluster, and Lm is the
m-th class. T (Ck, Lm) is the number of entities
which belong to class m and are assigned to cluster
k. Accuracy computes the maximum sum of
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T (Ck, Lm) for all pairs of clusters and classes, and
there is no overlap among these pairs. It is obvious
that the greater accuracy, the better clustering
performance.

• NMI [22] measures the amount of statistical infor-
mation shared by two random variables represent-
ing cluster assignment and underlying class label.
Suppose entry nij denotes the amount of data item-
s belonging to cluster i and class j. NMI is then
computed as:

NMI =

∑c
i=1

∑k
j=1

nij

n log
nijn

ni.n.j√
(
∑c

i=1
−ni.

n log ni.

n )(
∑k

j=1
−n.j

n log
n.j

n )
,

where ni. =
∑k

j=1 nij , n.j =
∑c

i=1 nij , n, c, k
denote the total number of data objects, the number
of clusters, and the number of classes, respectively.
Based on our prior knowledge of the number of
classes, we set the number of clusters equal to the
true number of classes, i.e., c = k.

4.4 Experimental Results

Figure 3 and Figure 4 show the accuracy and NMI results
of different clustering methods respectively.
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Figure 3. The accuracy results of different clustering
methods.

The clustering results of our proposed method outper-
forms the state-of-the-art methods significantly. From the
results, we have the following observations.
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Figure 4. The NMI results of different clustering method-
s.

• (1) Graph-based and factorization based tag-aware
clustering methods outperform traditional cluster-
ing methods such as K-means.

• (2) Methods incorporating social networking graph
analysis (such as PLSI+PHITS and Ours) demon-
strate more promising performance than the meth-
ods using only social tag information, which shows
the effectiveness of the integration of the different
information sources.

• (3) Our factorization with given artist relation bases
outperforms PLSI+PHITS which is one of the
most widely used combination methods because our
method takes the indirect relationships into consid-
eration and naturally incorporates it into the algo-
rithm.

5. CONCLUSION AND FUTURE WORK

In this paper, we explore the potential benefits of integrat-
ing tags and social networking graphs in music style clus-
tering. Given a collection of artists and their representative
music pieces, social tags of free languages are extracted to
describe the music pieces. The direct and indirect rela-
tionships among the artists are also discovered from the
artist social networking graph, which is generated from
popular social media sites, such as Twitter. Then a fac-
torization based algorithm is derived to make use of both
the two types of information. Experimental results on real
world data demonstrate the effectiveness of the proposed
method.
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This is a pilot study of incorporating social networking
analysis into music style clustering, and the initial results
show the promising future of research in this direction.
In the future work, large-scale data sets will be collected
and further experiments will be performed on them. We
will also discover other meaningful and useful types of
information and examine if they can facilitate the task of
music style analysis.
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