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ABSTRACT

Music is one of the strongest inducers of emotion in hu-
mans. Melody, rhythm, and harmony provide the primary
triggers, but what about timbre? Do the musical instru-
ments have underlying emotional characters? For exam-
ple, is the well-known melancholy sound of the English
horn due to its timbre or to how composers use it? Though
music emotion recognition has received a lot of attention,
researchers have only recently begun considering the rela-
tionship between emotion and timbre. To this end, we de-
vised a listening test to compare representative tones from
eight different wind and string instruments. The goal was
to determine if some tones were consistently perceived as
being happier or sadder in pairwise comparisons. A to-
tal of eight emotions were tested in the study. The re-
sults showed strong underlying emotional characters for
each instrument. The emotions Happy, Joyful, Heroic, and
Comic were strongly correlated with one another. The
violin, trumpet, and clarinet best represented these emo-
tions. Sad and Depressed were also strongly correlated.
These two emotions were best represented by the horn
and flute. Scary was the emotional outlier of the group,
while the oboe had the most emotionally neutral timbre.
Also, we found that emotional judgment correlates signifi-
cantly with average spectral centroid for the more distinc-
tive emotions, including Happy, Joyful, Sad, Depressed,
and Shy. These results can provide insights in orchestra-
tion, and lay the groundwork for future studies on emotion
and timbre.

1. INTRODUCTION

Music is one of the most effective forms of media for con-
veying emotion. A lot of work has been done on emotion
recognition in music, considering such factors as melody
[3], thythm [18], and lyrics [10]. However, little attention
has been given to the relationship between emotion and
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timbre. Does the timbre of a particular musical instrument
arouse specific emotions? For example, the English horn
often plays a sad and melancholy character in orchestral
music — is the melancholy character due to the instrument’s
timbre, the melody composers feel inspired to write for the
instrument, or both? If listeners just heard an isolated tone
from the English horn without a melodic context, would it
sound more melancholy than other instruments? This pa-
per addresses this fundamental question.

Some previous studies have shown that emotion is
closely related to timbre. Scherer and Oshinsky found
that timbre is a salient factor in the rating of synthetic
tones [17]. Peretz et al. showed timbre speeds up the
discrimination of emotion categories [15]. Bigand et al.
reported similar results from their study of emotional sim-
ilarities between one-second musical excerpts [4]. It was
also found that timbre is essential to musical genre recog-
nition and discrimination [2, 19].

Little attention has been given to the direct connection
between emotion and timbre, though a study by Eerola et
al. was an excellent start [6]. They carried out listening
tests to investigate the correlations of emotions with tem-
poral and spectral sound features. The study confirmed
strong correlations between some features, especially at-
tack time and brightness, and the emotional dimensions va-
lence and arousal for one-second isolated instrument tones.

Valence and arousal refer to how positive and energetic
a music stimulus sounds [21]. Despite the widespread use
of these emotional dimensions in music research, com-
posers may find them vague and difficult to interpret for
composition and arrangement purposes. In our study, to
make the results intuitive for composers, the listening test
subjects compared sounds in terms of emotional categories
such as Happy and Sad. The use of emotional categories
has been shown to be generally congruent with results ob-
tained using the dimensional model in music [7].

Moreover, we equalized the attacks and decays of the
stimuli so that the temporal features attack time and de-
cay time would not be factors in the subjects’ judgment.
This modification allowed us to isolate the effects of spec-
tral features, such as the average spectral centroid, which
strongly correlates with the perceptual brightness of sound.

The next section describes the listening test in detail.
We report the listening test results in Section 3. Section 4



discusses applications of the results and questions arising
from our study.

2. EXPERIMENTAL METHOD
2.1 Stimuli

The stimuli consisted of eight sustained tones from sev-
eral wind and bowed string instruments: the bassoon (Bs),
clarinet (Cl), flute (F1), horn (Hn), oboe (Ob), saxophone
(Sx), trumpet (Tp), and violin (Vn). They were obtained
from the McGill and Prosonus sample libraries, except for
the trumpet tone, which had been recorded at the Univer-
sity of Illinois at Urbana-Champaign School of Music. All
the tones were used in a discrimination test carried out
by Horner et al. [9], and six of them were also used by
McAdams et al. [14].

The tones were used in their entirety, including the full
attack, sustain, and decay sections. They were nearly har-
monic and had fundamental frequencies close to 311.1 Hz
(Eb4). The original fundamental frequencies deviated by
up to 1 Hz (6 cents), and were synthesized by additive syn-
thesis at 311.1 Hz. They were stored in the format of 16-bit
samples at a 22050- or 44010-Hz sampling rate (depending
on the number of harmonics with significant amplitudes).

Duration, loudness, and harmonic frequency deviations
were equalized so that these factors would not influence
the results. Furthermore, to isolate the effects of spectral
features, the attacks and decays of the tone were equal-
ized by time-stretching the actual attacks and decays. As
a result, the stimuli were standardized to last for 2 seconds
with attacks and decays 0.05 seconds long.

2.2 Subjects

32 subjects without hearing problems were hired to take
the test. These undergraduate students ranged in age from
19 to 24. Half of them had music training (that is, at least
five years of practice on an instrument).

2.3 Emotion Categories

The subjects compared the stimuli in terms of eight emo-
tion categories: Happy, Sad, Heroic, Scary, Comic, Shy,
Joyful, and Depressed. These terms were selected for their
relevance to composition and arrangement by one of the
authors, who had received formal composition education.
Their ratings according to the Affective Norms for English
Words [5] are shown in Figure 1 using the Valence-Arousal
model. It is worth noting that Happy, Joyful, Comic, and
Heroic form one cluster, and that Sad and Depressed form
another cluster.

2.4 Listening Test

Every subject made pairwise comparisons of all the eight
instruments. During each trial, the subjects heard a pair
of tones from different instruments and were prompted to
choose which tone more strongly aroused a given emotion.
Figure 2 shows a screenshot of the listening test program.
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Figure 1. Russel’s Valence-Arousal emotion model. Va-
lence refers to how positive an emotion is. Arousal refers
to how energetic an emotion is.

Each combination of two different instruments was pre-
sented in four trials for each emotion, and the listening test
totaled C3 x 4 x 8 = 896 trials. The overall trial presenta-
tion order was randomized.
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Figure 2. Listening test interface.

Before the first trial, the subjects read online definitions
of the emotion categories from the Cambridge Academic
Content Dictionary [1]. The listening test took about 1.5
hours, with breaks every 30 minutes.

The subjects were seated in a “quiet room” with less
than 40 dB SPL background noise level. Residual noise
was mostly due to computers and air conditioning. The
noise level was reduced further with headphones. Sound
signals were converted to analog by a Sound Blaster X-
Fi Xtreme Audio sound card, and then presented through
Sony MDR-7506 headphones at a level of approximately
78 dB SPL, as measured with a sound-level meter. The
Sound Blaster DAC utilized 24 bits with a maximum sam-
pling rate of 96 kHz and a 108 dB S/N ratio.




3. RESULTS
3.1 Quality of Responses

The subjects’ responses were first screened for inconsis-
tencies. A subject’s consistency was defined in the four
comparisons of a pair of instruments A and B for a partic-
ular emotion as follows:

max(va,vp)
4

where v4 and vp are the number of votes the sub-
ject gave to the two instruments respectively. A value
of consistency = 1 represents perfect discrimination,
whereas 0.5 represents random guessing. The mean of the
average consistency of all subjects was 0.79.

Predictably the subjects were only fairly consistent be-
cause of the emotional ambiguities in the stimuli. We as-
sessed the quality of subject responses further using a prob-
abilistic approach. One probabilistic model, successful for
image labeling, was adapted to suit this study [20]. The
original model took the difficulty of labeling and the ambi-
guities in image categories into account. This was done to
estimate the annotators’ expertise and the quality of their
responses. Those who made low-quality responses were
unable to discriminate between image categories and were
considered random pickers. In our study, we verified that
the two least consistent subjects made responses of the
lowest quality. They were excluded from the results.

We measured the level of agreement among the remain-
ing subjects with an overall Fleiss’ Kappa statistic. It was
calculated at 0.22, which can be interpreted as indicating
fair agreement [12].

ey

consistencya,p =

3.2 Emotional Judgment

Figure 3 depicts the emotion “voting” results on a gray
scale. Each row shows the percentage of positive votes
an instrument received when compared to the other instru-
ments for one particular emotion. The lighter the color
of a cell, the more positive votes its “row instrument” re-
ceived when compared to its “column instrument”. For ex-
ample, the bassoon was nearly always judged happier than
the horn but usually not as happy as the clarinet.

The subjects gave clear-cut votes to distinctive emo-
tions such as Sad and Depressed, for which the voting pat-
terns have a lot of contrast. On the other hand, there were
considerable ambiguities in the emotion comparisons for
Scary.

The voting patterns for Sad, Depressed, and Shy were
similar, suggesting that these emotions correlate with each
other. Likewise, Happy and Joyful form another group of
correlated emotions, which apparently includes Heroic and
Comic.

We ranked the instruments in order of the number of
positive votes they received for each emotion, and derived
scale values using the Bradley-Terry-Luce (BTL) model
[11]. Table 1 lists the rankings of the instruments, which
can be visualized on a BTL scale in Figure 4. The in-
strument rankings for correlated emotions are similar. The

horn and flute ranked high for the sad emotions, whereas
the violin, trumpet, and clarinet ranked high for the happy
emotions. Note that the oboe nearly always ranked in the
middle.

The comparisons between instruments close in rank
(e.g., the trumpet and the clarinet) were generally difficult.
The votes received by a pair of such instruments could be
close, corresponding to the grayest areas in Figure 3. By
contrast, instruments ranking in different extremes (e.g.,
the horn and clarinet) could receive quite different num-
bers of votes, which correspond to bright and dark areas in
Figure 3.

Table 2 shows the spectral characteristics of the test
tones such as average spectral centroid. Table 3 shows
close ties between test tone ranking and the average spec-
tral centroid, as measured by the Spearman correlation co-
efficient. Emotional judgment correlated significantly with
average spectral centroid, except for the less distinctive
emotion Scary. For example, a high-centroid instrument
is likely to sound happier, and a low-centroid instrument
sadder. Emotional judgment did not have statistically sig-
nificant correlations with the other spectral characteristics
that we tested.

4. DISCUSSION

The pairwise correlations between emotions in our listen-
ing test are basically consistent with the pairwise relations
between emotional words in the Valence-Arousal model in
Figure 1. Both show Scary as the biggest outlier. Both
show Happy, Joyful, Heroic, and Comic in a one cluster,
and Sad and Depressed in another group. The biggest dif-
ference is that Shy is included in the sad group in this study,
but it is emotionally-neutral in the Valence-Arousal model.

The results were consistent with those of Eerola’s
Valence-Arousal results for musical instrument tones [6].
Both show that musical instrument timbres carry cues
about emotional expression that are easily and consistently
recognized by listeners. Both show that spectral cen-
troid/brightness is a significant component in music emo-
tion.

The main application motivating this study is to pro-
vide guidelines for composers/arrangers in orchestration,
especially for computer games, film, and stage music that
needs to reflect characterization and dramatic action. The
results provide some clear guidelines in achieving the de-
sired emotional impact. Composers/arrangers can choose
timbres that reinforce the desired emotion of their melody
to achieve the strongest emotional impact. For example,
composers could combine a joyful melody with instru-
ments that have inherently joyful timbres. On the other
hand, instrumental music, like opera arias, often include
mixed emotions representing the complexity of characters
and dramatic situations. The results of this study also pro-
vide a good starting point for achieving mixed emotions.
For example, composers/arrangers might create a feeling
of overall joyfulness mixed with an undertone of sadness
by skillfully combining an otherwise joyful melody with
the normally sad horn for a sophisticated mix of emotions.
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Figure 3. Comparison between instruments for each emotion. The lighter the color of a cell, the more positive votes its
“row instrument” received when compared to its “column instrument”.

In addition, instrument rankings for the different emo-
tions may serve as a reference for combining instruments
that blend together or contrast with each other emotionally.

Moreover, there are many other useful emotional labels
to test. For example, one listener commented that the horn
was not so much sad as mysterious. Is it the most mys-
terious timbre? What makes the instrument sound mys-
terious? Is it due to the reverberant reflections it makes?
We could test the effect of reverberations by using tones
recorded in an anechoic chamber and comparing them to
those recorded in halls with varying reverberation times. In
general, how does reverberation influence emotion? Does
it make the sound more mysterious, majestic, or heroic?
What is the effect of reverberation time and reverberation
amount on emotion?

From an audio engineering and sound reproduction
point of view, how do spectral alterations influence emo-
tion? For example, how does the spectral distortion of
playback equipment influence emotion? How about the
effect of audio coding on emotion? For example, past
work has shown that MP-3 compression with low bit-rates

can cause a large reduction in brightness in the saxophone
without affecting other instruments [13]. Is the emotional
impact changed in a corresponding way? We expect it to
be less joyful/happy — is it?

For future work, it will be also fascinating to see
how emotion varies with different pitches, dynamic levels,
brightness, and articulations. Do these parameters change
perceived emotion in a consistent way, or does it vary from
instrument to instrument? For example, we know that
increased brightness makes a tone more dramatic (more
happy or more angry), but is the effect more pronounced
in some instruments and less so in others? For example,
if the violin, which is the happiest instrument, is played
softly with less brightness, is it still happier than the horn,
which is the saddest instrument, if the horn is played loudly
with maximum brightness? At what point are they equally
happy? Can we normalize the instruments to equal happi-
ness by simply adjusting brightness or other attributes? In
the same way that we can normalize brightness by filtering
or spectral tilting, can we normalize happiness by filtering
or spectral tilting (or pitch or dynamic level)? How do the



Ranking Emotion Happy Sad Heroic Scary Comic Shy Joyful Depressed
1 Vn (5.23) | Hn(8.80) | Tp(3.38) | FI(2.95) | CI(3.44) | Hn(8.09) | CI(7.30) | Hn (8.70)
2 Tp (4.53) | FI(6.30) | C1(2.23) | Hn(2.05) | Tp(3.23) | FI1(4.95) | Tp(6.94) | Fl(6.11)
3 Cl1(4.42) | Bs(3.75) | Sx(1.93) | Vn(2.02) | Sx(2.84) | Bs(3.85) | Vn(5.35) | Bs (4.08)
4 Sx (3.91) | Ob(2.20) | Vn(1.95) | Tp(1.43) | Ob(2.20) | Ob(2.55) | Sx (5.15) | Ob (2.37)
5 Ob (3.10) | Sx(1.70) | Ob (1.65) | Bs(1.40) | Vn(1.63) | Sx (2.01) | Ob(3.79) | Sx (1.68)
6 F1(2.02) | Tp(1.47) | Hn(1.05) | Sx(1.34) | Bs(1.37) | Tp(1.53) | Bs(2.17) | Tp (1.64)
7 Bs (2) Vn (1.08) | Bs(1.03) | Ob(1.28) | FI(1.30) | Cl1(1.49) | FI(1.84) | Cl1(1.20)
8 Hn (1) CI(1) F1 (1) Cl(1) Hn(1) Vn (1) Hn (1) Vn (1)

Table 1. Rankings of instruments for each emotion from strongest to weakest with Bradley-Terry-Luce scale values in
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Figure 4. Bradley-Terry-Luce scale values of the instruments for each emotion.

happy spaces of the violin overlap with other instruments
in terms of pitch, dynamic level, brightness, and articula-
tion? In general, how does timbre space relate to emotional
space?

Emotion gives us a fresh perspective on timbre, help-
ing us to get a handle on its perceived dimensions. It gives
us a focus for exploring its many aspects. Just as timbre
is a multidimensional perceived space, emotion is an even
higher-level multidimensional perceived space deeper in-
side the listener.
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