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ABSTRACT

In this paper our goal is to find occurrences of a theme
within a musical work. The theme is given in a symbolic
form that is searched for directly in an audio file. We
present a dynamic programming algorithm that is related
to an existing time-warp invariant algorithm. However, the
new algorithm is computationally more efficient than its
predecessor, and it can also be used for approximate time-
scale invariant search. In the latter case the note durations
in the query are taken into account, but some time jitter-
ing is allowed for. When dealing with audio, these are
important properties because the number of possible note
events is large and the note positions are not exact. We
evaluate the algorithm using a collection of themes from
Tchaikovsky’s symphonies. The new approximate time-
scaled algorithm seems to be a good choice for this setting.

1. INTRODUCTION

In this paper we present new content-based music retrieval
(CBMR) algorithms for discovering occurrences of a given
musical theme, called the pattern, in a musical work under
consideration, called the database. The algorithms have
both important scientific applications and theoretical inter-
est: they can be used in music analysis to locate occur-
rences of themes in a single musical work or to search for
a given theme within a music database. Moreover, to the
best of our best knowledge, our algorithm for time-warped
search is the most efficient algorithm available for the task.

We allow both the pattern and the database to be poly-
phonic. Traditionally CBMR problems like this have been
tackled by using a linear string representation combined
with a string matching algorithm. However, the represen-
tation does not effectively capture important intrinsic fea-
tures of music. The geometric modeling of music [8] is
more appropriate for this case and has recently been suc-
cessfully used by several authors [4, 7, 10, 13]. Reasonable
geometric modelling allows the matching process to ignore
extra intervening notes in the database that do not appear
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in the query. Such extra notes always occur because of
polyphony and unexpected noise.

Until recently, the geometric framework suffered from
the fact that the timing of the notes had to be exact. Recent
studies have challenged this problem. First, in [5, 10] the
occurrences were allowed to be transposed and time-scaled
copies of the query. Under this transposition and time-
scale invariance (the TTSI setting), however, the queries
still need to be given exactly in tempo. Under a more re-
alistic, transposition and time-warp invariance (the TTWI
setting), local time jittering is allowed for in every note-
onset. The first solutions for this setting were introduced
by Lemström and Laitinen [4, 6].

In this paper we introduce a new dynamic programming
algorithm that can be used for both time-scale and time-
warp invariant search. As an application of the algorithm,
we search for musical themes from audio files. Only a
few other algorithms for symbolic queries from audio have
been proposed in the literature [2, 11, 12]. Our experiment
shows that our algorithms are efficient in practice, and the
music search results from audio files are also promising.

Let us next define the problems under consideration.
The problems are elaborations of Ukkonen, Lemström and
Mäkinens P1 problem [13]. In each case, the music is rep-
resented in a pitch-against-time representation of note-on
information. The database T contains n note events, and
the query pattern P containsm note events. In a typical re-
trieval case, the pattern P is monophonic and much shorter
than the polyphonic database T . The problems are:

W1: Find time-warped translations of P such that each
note in P matches with a note in T [4, 6].

S1: Find time-scaled translations of P such that each
note in P matches with a note in T [5, 10].

AS1: Find approximate time-scaled translations of P
such that each note in P matches with a note in T .

The new problem (AS1) can be seen as an intermediate
form of W1 and S1. Instead of a constant time-scaling
factor α, we allow the scaling to vary in a range [α/ε, αε]
where ε ≥ 1. If ε = 1, the problem is the same as S1.

2. ALGORITHMS

The dynamic programming algorithm of Laitinen and Lem-
ström [4] solves the problem W1 in O(nmw) time where
w is the window size. In this section we present a modifi-
cation for the algorithm that reduces the time complexity to



O(nm). Furthermore, the new algorithm also solves prob-
lems S1 and AS1 in O(nms) time where s is the number
of possible scaling factors.

The input of the algorithm consists of two lists: the
database notes T [1], T [2], . . . , T [n] and the pattern notes
P [1], P [2], . . . , P [m]. Each database note T [k] is a triplet:
T [k].time is the onset time, T [k].pitch is the pitch value
and T [k].score is a real value in the range [0, 1]. Each
pattern note P [k] is a pair with the fields P [k].time and
P [k].pitch. We assume that both of the lists are sorted in
increasing order according to the onset times and that the
pitches are represented in semitones.

The score field of the database notes is only used with
audio material. If the input is symbolic music, each score
is simply set 1. However, when audio material is used, the
note events are approximations. The idea is that the score
reflects the amplitudes of the frequencies that correspond
to the note in the audio.

The output of the algorithm is a list S[1], S[2], . . . , S[n]
consisting of real values. Each value S[k] is the maximum
score for a pattern occurrence starting from the database
note k. In an occurrence, each pattern note is matched with
a database note, and the score is calculated as a sum of
individual scores of the database notes. In the case of a
symbolic database, a score of m denotes that the pattern is
found, and in the case of an audio database a high score
suggests that the pattern is found.

Next, in Section 2.1 we present our modifications to
the time-warped search algorithm. After this, in Section
2.2, we show how the algorithm can also be used for time-
scaled search.

2.1 Time-warped search

Let us next introduce a reformulation of the dynamic pro-
gramming algorithm for W1 that was presented in [4]. The
original algorithm uses a three-dimensional arrayM [t, p, c]
where t and p refer to a database and pattern note and c is
a counter that limits the search window. Instead of this,
we use a two-dimensional array M [t, p] and go through all
possible values of c.

for p = m→ 1 do
for t = n→ 1 do

if p = m then
M [t, p] = T [t].score

else
b = −∞
for c = 1→ min(w, n− t) do
d1 = T [t+ c].pitch− T [t].pitch
d2 = P [p+ 1].pitch− P [p].pitch
if d1 = d2 then
b = max(b,M [t+ c, p+ 1] + T [t].score)

end if
end for
M [t, p] = b

end if
end for

end for

This algorithm can be used to calculate the list S be-
cause S[k] = M [k, 1] for each k. The time complexity
is still O(nmw), but next we will show how to reduce it
to O(nm). The idea is to remove the innermost loop and
find the best value more efficiently. To achieve this, we
maintain a deque of maximum values for each possible
pitch and use a standard sliding window maximum algo-
rithm. Note that we assume that the set of possible pitches
is constant. This is a very natural assumption when we are
working with pitch values in semitones.

Consider the situation where p and t have been fixed and
p < m. We are looking for maximum value M [t′, p + 1]
where t < t′ ≤ t+w with the constraint that T [t′].pitch =
T [t].pitch + P [p + 1].pitch − P [p].pitch. Now, for each
pitch v, we maintain a deque D[v] containing pairs whose
first element is the value M [t′, p + 1] and second element
is the position t′. The last pair in the deque always corre-
sponds to the maximum value in the window.

We update the deques as follows. When the value t has
changed, we always add the pair (M [t+1, p+1], t+1) to
the front of deque D[T [t + 1].pitch] and remove the pair
(M [t + w + 1, p + 1], t + w + 1) from the tail of deque
D[T [t + w + 1].pitch]. Before adding the new pair, we
remove all pairs from the front of the deque whose value
is smaller than the new value. When removing the pair, we
require that the second element equals the current position
(i.e. the pair has not been removed earlier).

The amortized time complexity for finding all the max-
imum values for fixed p is O(n) because every value is
added and removed to a deque only once. Thus the time
complexity of the whole algorithm is O(nm).

The following pseudocode clarifies the structure of the
O(nm) algorithm. The array D contains a deque for each
possible note, and the deque operations work as described
above. Note that the operation remove only takes the sec-
ond element of the pair to be removed.

for p = m→ 1 do
D.clear()
for t = n→ 1 do

if p = m then
M [t, p] = T [t].score

else
if t+ 1 ≤ n then
D[T [t+1].pitch].add((M [t+1, p+1], t+1))

end if
if t+ w + 1 ≤ n then
D[T [t+ w + 1].pitch].remove(t+ w + 1)

end if
v = T [t].pitch+ P [p+ 1].pitch− P [p].pitch
if D[v].empty() then
M [t, p] = −∞

else
M [t, p] = D[v].maximum() + T [t].score

end if
end if

end for
end for



Note that if we use a symbolic database and every note
score is 1, the deques are not needed. In this case it is
sufficient to store, for each pitch v, the most recent position
R[v], for which M [t′, p + 1] = n − p. If R[v] ≤ t + w,
then M [t, p] equals n− p+ 1 and otherwise −∞.

2.2 Time-scaled search

The algorithm described in Section 2.1 can also be used
for time-scaled search. The only difference is that the size
of the window is not constant. Instead of this, the size
of the window depends on the position in the pattern and
the time values of the notes. However, the sliding window
maximum algorithm can still be used and the time com-
plexity of the algorithm remains O(nm) when the range
of the scaling factor is fixed.

Let α be the scaling factor and ε be the jittering toler-
ance. In this case, pattern notes P [p] and P [p + 1] can be
matched to database notes T [t] and T [t′] only if (P [p +
1].time − P [p].time)α/ε ≤ T [t′].time − T [t].time and
(P [p+1].time−P [p].time)αε ≥ T [t′].time−T [t].time.
In other words, we are looking for t′ values for which
t + w1 ≤ t′ ≤ t + w2, T [t + w1] is the first note that
fulfils the first condition and T [t+ w2] is the last note that
fulfils the second condition.

We can combine the parameters w1 and w2 with the al-
gorithm presented in Section 2.1 as follows. Consider the
situation for fixed p. First, we set w1 = w2 = n. When
t changes, we decrease w1 as long as (P [p + 1].time −
P [p].time)α/ε ≤ T [w1 − 1].time− T [t].time. Then, we
decrease w2 as long as (P [p+ 1].time− P [p].time)αε ≤
T [w2 − 1].time − T [t].time. When decreasing w1, we
add new values to the deque, and when decreasing w2,
we remove old values. Even if the deque operations are
more irregular than in the time-warped search, each value
is added and removed only once and the time complexity
remains O(nm).

In practice, the correct α value is unknown and several
searches have to be performed. Thus, the time complexity
becomes O(nms) where s is the number of searches. In
practice, however, the number of scaling factors that needs
to be tested is small because the duration of a single note
is typically at most some seconds.

3. EXPERIMENT

In this section, we present the results of our experiment
where we searched for themes within audio material using
the algorithms described in Section 2. We consider two
scenarios: (1) finding the location of the given theme in a
single audio file, and (2) finding the audio file which con-
tains the given theme. Moreover, we analyse the perfor-
mance of the O(nmw) and O(nm) algorithms in practice.

3.1 Material

The material used in the experiment, shown in Table 1,
consists of Tchaikovsky’s six symphonies.

We created the audio database from Deutsche Gram-
mophon recordings found under the catalogue id 423 504-

Work Movements Total length Themes
Symphony 1 4 44 min 10
Symphony 2 4 35 min 11
Symphony 3 5 46 min 15
Symphony 4 4 42 min 13
Symphony 5 4 49 min 15
Symphony 6 4 45 min 11

Total 25 262 min 75

Table 1. The material used in the experiment.

2. We converted the material from CD tracks into mono
WAV files with a sample rate 44,100 Hz. Each audio file
contains a single movement of a symphony. The total du-
ration of the audio is 4 hours and 22 minutes.

The themes to be searched for were taken from the book
A Dictionary of Musical Themes [1]. The book contains
75 themes from Tchaikovsky’s symphonies and we used
all of them in the experiment. Each theme has an identifier
in the form of TXXX where X is a digit. The themes are
also available online 1 as MIDI files which we automati-
cally converted to simple symbolic notation. In addition,
for each theme, we marked the locations where it appears
in the audio material to allow automatic evaluation.

The duration of a theme ranges from about 5 seconds
to about 25 seconds. We kept all of the themes unchanged
with two exceptions. First, theme T231 actually consists
of two themes from which the second one is very short.
They are indexed separately online, and we have removed
the second theme from our material. Second, there is an
error in the notation of theme T243 both in the book and
online: only the first two triplets are marked and the other
notes are too slow. We corrected this in our material.

3.2 Audio processing

Our algorithms require that the database is represented as
a list of note events. However, there is no direct way to
convert an audio file into symbolic notation. Therefore we
estimated the note events using the discrete Fourier trans-
form. In general, strong notes in the music can be observed
as strong frequencies in the audio signal.

We used standard techniques for processing the audio
signal: we divided each audio file into frames of 4,096
samples. After this, we calculated a frequency spectrum
for each frame using the discrete Fourier transform. We
assumed that the frequency of A4 is 440 Hz and calcu-
lated the amplitude of its frequency in the spectrum for
each note from G3 to B5. The selected note range encom-
passes a large part of the melodies in orchestral music and
avoids very low and very high notes. All the amplitudes
were normalized and estimated using linear interpolation.

We built three databases of note events, which are sum-
marized in Table 2. The value k refers to the amount of
note events produced from a single audio file. The values
min k and max k are the minimum and maximum amounts

1 http://www.multimedialibrary.com/barlow/



Database min k max k n

D1 107,793 353,249 4,948,386
D2 33,830 107,914 1,541,098
D3 37,510 122,703 1,732,997

Table 2. The number of note events in the databases.

of note events in a file, and the value n denotes the total
number of note events in the database.

Database D1 contains a note event for each note in each
frame, and the score of the note event is the amplitude of
the note in the spectrum. In this case the database includes
a lot of note events with low scores that are unlikely to be
a part of a theme occurrence.

Databases D2 and D3 are subsets of D1, and the aim is
to locate potential note candidates from the full spectrum.
Database D2 contains the notes whose amplitudes are peak
amplitudes (i.e. the note with pitch p is selected only if
notes with pitches p−1 and p+1 have a weaker amplitude).
Database D3 contains the 10 strongest notes in terms of the
amplitude for each frame. A value of 10 is selected so that
the sizes of D2 and D3 are nearly equal to each other.

This estimation of note events resembles salience value
calculation in automatic melody extraction (for a review,
see [9]). However, salience values are usually calculated
as combinations of the harmonics of the note. We exper-
imented with various ways to use higher harmonics, but
to our surprise, using only the fundamental frequency pro-
duced the best results with this material.

3.3 Algorithms

We implemented the audio processing method described
in Section 3.2 and the time-warped and time-scaled algo-
rithms described in Sections 2.1 and 2.2 by using C++ and
FFTW library. For the rest of the paper, we call the time-
warped algorithm W and the time-scaled algorithm S.

When using algorithm W, we had to choose the window
lengthw. In this experiment,w has to be relatively high be-
cause there can be a large number of note events between
two consecutive theme notes in the database. More pre-
cisely, the amount of note events per second is about 300
in D1 and about 100 in D2 and D3, and a note in a theme
occurrence can have a duration of several seconds.

In algorithm S there are several parameters. First, the
scaling factors α have to be specified. In this experiment
we assumed that the duration of theme is between 5 and 25
seconds and tested α values for which the time between the
first and last note in the theme is 5, 6, 7, . . . , 25 seconds.
The jittering tolerance ε was more difficult to choose; in
orchestral music the rhythm is usually quite exact, thus in-
dicating a small value to be the most suitable option.

Moreover, we had to choose how the occurrences of the
themes were reported. For this purpose we used the param-
eter δ, a real number in the range [0, 1]. All occurrences
with a score of at least δb were reported, where b is the
best score. The lower the δ is, the more results are pro-
duced. However, a small δ would result in a large number

Database Metric W S
D1 Themes found 29 34

Total results 76 77
Precision 0.38 0.44

D2 Themes found 30 29
Total results 76 77

Precision 0.39 0.38
D3 Themes found 31 33

Total results 76 77
Precision 0.41 0.43

Table 3. The best results of the algorithms. For W, pa-
rameter w is 500 in D1 and 150 in D2 and D3, and for S,
parameter ε is 1.50

w \δ 1.00 0.99 0.95 0.90 0.75
100 12 15 28 46 69

0.16 0.14 0.09 0.05 0.01
200 22 25 35 52 70

0.29 0.24 0.12 0.06 0.01
500 29 34 51 64 71

0.38 0.28 0.09 0.03 0.01
1000 23 32 61 71 74

0.24 0.15 0.04 0.02 0.01
2000 22 41 72 73 74

0.07 0.05 0.02 0.01 0.01

Table 4. The results of W on database D1 when w and δ
change. Themes found and precision levels are reported.

of false positives. Finally, we required that the interval be-
tween two reported occurrences is at least 5 seconds. This
was done to prevent one occurrence from being reported
multiple times.

3.4 File search

In the first part of the experiment, we searched for each
theme in the file where it appears. We calculated three
measures: the number of themes located correctly, the to-
tal number of occurrences reported and the search preci-
sion as the ratio of previous two values. We considered
that the theme was found if the difference between one of
the occurrences reported by the algorithm and one of the
occurrences in the ground truth was less than 5 seconds.

Table 3 shows the best results of the algorithms. The
parameter δ is 1.00 in each case. For algorithm W, param-
eter w is 500 in D1 and 150 in D2 and D3. For algorithm
S, parameter ε is 1.50. Interestingly, the best results were
achieved in D1 which contains a note event for each pos-
sible note in each audio frame. The results of S were in
general somewhat better than the results of W.

Note that in some cases there can be several occurrences
even if δ is 1.00. For example, when using W and D1, the
number of occurrences is 76 instead of 75. In those cases
all normalized note scores in the occurrences are 1, thus
the total score is m where m is the number of notes.



ε \δ 1.00 0.99 0.95 0.90 0.75
1.10 25 29 37 51 70

0.33 0.27 0.13 0.06 0.02
1.20 30 34 43 53 71

0.40 0.33 0.14 0.06 0.02
1.33 33 38 46 58 71

0.44 0.36 0.14 0.06 0.02
1.50 34 37 49 60 72

0.44 0.36 0.13 0.05 0.01
2.00 30 37 49 63 73

0.36 0.25 0.07 0.03 0.01

Table 5. The results of S on database D1 when ε and δ
change. Themes found and precision levels are reported.

Table 4 shows the results of W in D1 with different set-
tings of parameters w and δ. The optimal value for w is
approximately 500. Finally, Table 5 shows the results of S
in D1 with different settings of parameters ε and δ change.
The optimal value for ε is approximately 1.50. Using larger
δ values, S would still find themes accurately in some situ-
ations. For example, when δ = 0.99 and ε = 1.33, S found
38 themes with a precision level of 0.36.

The database used in the experiment is challenging in
general; finding some of the themes requires a moderate
amount of work even for an experienced human listener.
An interesting phenomenon is that the results of the algo-
rithms varied very strongly depending on the symphony.
For example, S was able to find 9 out of 10 themes from
Symphony 1, but only 1 out of 11 themes from Symphony
6. A possible explanation for this is that the themes in
Tchaikovsky’s later works are more subtle.

3.5 Database search

In the second part of the experiment, we searched for each
theme in the database D1. This resembles the query-by-
humming setting [3]; however, our queries are exact (for
example, created by a musician) and the database is atypi-
cal because it contains a small number of files, each having
more than 100,000 note events.

The search was conducted as follows. For each file in
the database, we calculated the maximum score for an oc-
currence of the theme. Having done this, we constructed a
list of files that were sorted in decreasing order according
to their scores. Following the usual convention, we con-
centrated on the rank of the correct file (the file where the
theme actually appears) in the sorted list. For example, a
rank of 5 means that the correct file has the 5th highest
score in the search results.

Figures 1 and 2 show the distribution of ranks using
W and S in D1 with the same parameters as in Table 3.
There were 18 and 22 themes with a rank of 1, and 26
and 31 themes, respectively, with a rank of 1–3. Some-
what surprisingly, in this material locating the theme in the
whole database was not much more difficult than locating
the theme in the correct file.
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Figure 1. Distribution of correct file ranks using algorithm
W and database D1.
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Figure 2. Distribution of correct file ranks using algorithm
S and database D1.

3.6 Performance

Finally, we analyzed the practical performance of the algo-
rithms. We ran the tests on an Intel Core 2 Duo Processor
with a clock rate of 3.16 GHz.

Figure 3 shows the running times of three algorithms:
S is the O(nms) implementation of the time-scaled algo-
rithm, and W and W’ are O(nm) and O(nmw) imple-
mentations of the time-warped algorithm. We searched for
theme T252 with 27 notes from each audio file in database
D1 using parameters δ = 1.00, ε = 1.50 and w = 500, as
shown in Table 3. As discussed previously, the variable k
denotes the number of note events in the audio file.

As expected, W clearly outperformed the other two al-
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Figure 3. Running times of S, W’ and W using the param-
eters shown in Table 3.



gorithms: it was more than 10 times faster than both W’
and S. Furthermore, S was almost as fast as W’ although it
performed twenty separate searches for each query.

4. CONCLUSIONS

In this paper we presented a new time-warp invariant poly-
phonic music search algorithm that works in O(nm) time.
Unlike the earlier algorithms [4, 6] with time complexities
O(n log nmw) and O(nmw), the running time of our al-
gorithm does not depend on the window size w, and it can
be used with arbitrarily large windows.

In addition, our algorithm can also be used for time-
scale invariant search. We introduced a new approximate
time-scale invariant schema which allows limited jittering
within the scaled note durations. In this case, the time com-
plexity of our algorithm is O(nms) where s is the number
of possible scalings. In typical queries s is small.

We used our algorithms to search for musical themes in
Tchaikovsky’s symphonies. We estimated the note events
using amplitudes of frequencies in the audio files. Consid-
ering the challenging nature of orchestral music input, the
results of the algorithms were promising, and the experi-
ment also showed that the modified dynamic programming
algorithm is efficient in practice.

Our future plan is to further develop the database con-
struction. Limiting the number of notes in the database
could make the search both more accurate and more effi-
cient. However, within the context of a frame, it is difficult
to decide which note pitches should be included; in our ex-
periment, the best results were achieved when all pitches
were included. Therefore, another approach would be to
remove entire frames which are probably not needed in the
search.
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