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ABSTRACT

Single-channel methods for the separation of the lead vocal
from mixed audio have traditionally included harmonic-
sinusoidal modeling and matrix decomposition methods,
each with its own strengths and shortcomings. In this work
we use a hybrid framework to incorporate prior knowledge
about singer and phone identity to achieve the superior sep-
aration of the lead vocal from the instrumental background.
Singer specific dictionaries learned from available poly-
phonic recordings provide the soft mask that effectively
attenuates the bleeding-through of accompanying melodic
instruments typical of purely harmonic-sinusoidal model
based separation. The dictionary learning uses NMF op-
timization across a training set of mixed signal utterances
while keeping the vocal signal bases constant across the
utterances. A soft mask is determined for each test mixed
utterance frame by imposing sparseness constraints in the
NMF partial co-factorization. We demonstrate significant
improvements in reconstructed signal quality arising from
the more accurate estimation of singer-vowel spectral en-
velope.

1. INTRODUCTION

Source separation techniques have been widely applied in
the suppression of the lead vocal in original songs to ob-
tain the orchestral background for use in karaoke and remix
creation. In stereo and multichannel recordings, spatial
cues can contribute significantly to vocal separation from
the original mixtures. However this separation is not com-
plete, depending on the manner in which the multiple in-
struments are panned in the mix. Further, an important cat-
egory of popular music recordings, dating until the 1950s
in the West and even later in the rest of the world, are
purely monophonic. Single-channel methods for the sepa-
ration of the lead vocal from the instrumental background
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include harmonic sinusoidal modeling and matrix decom-
position methods. Of these, harmonic sinusoidal model-
ing has found success in situations where no clean data is
available for supervised learning [6], [10]. Based on the
assumption that the vocal is dominant in the mixture, pre-
dominant pitch detection methods are applied to obtain the
vocal pitch and hence the predicted vocal harmonic loca-
tions at each instant in time. Harmonic sinusoidal mod-
eling is then applied to reconstruct the vocal component
based on assigning a magnitude and phase to each recon-
structed harmonic from a detected sinusoidal peak in the
corresponding spectral neighborhood of the mixed signal
short-time Fourier transform (STFT). The vocal signal is
reconstructed by the amplitude and phase interpolation of
the harmonic component tracks. The instrumental back-
ground is obtained by the subtraction of the reconstructed
vocal from the original mixture. A high degree of vocal
separation is obtained when the assumption of vocal dom-
inance holds for the mixture. However some well-known
artifacts remain viz. (i) “bleeding through” of some of the
melodic instrumentation due to the blind assignment of the
total energy in the mixed signal in the vocal harmonic lo-
cation to the corresponding reconstructed harmonic; this
artifact is particularly perceptible in the sustained vowel re-
gions of singing, (ii) improper cancellation of the unvoiced
consonants and breathy voice components due to the lim-
itations of sinusoidal modeling of noise and (iii) residual
of vocal reverb if present in the original [14]. To address
the first shortcoming, recent methods rely on the availabil-
ity of non-overlapping harmonics of the same source any-
where in the entire audio [3]. We propose to replace the
binary mask (implicit in the harmonic-sinusoidal model-
ing) applied to the vocal harmonics before reconstruction
by a soft-mask (a form of Wiener filtering). An effective
soft mask would be based on an accurate estimate of the
vocal signal spectrum at any time-instant [2], [14]. This
would improve the reconstructed vocal signal and lead to
more complete suppression in the estimated background.

The vocal signal spectrum depends on several factors
such as the singer’s voice, the phone being uttered, the
pitch and the vocal effort. We cannot assume the avail-
ability of clean data for supervised training (i.e., unaccom-
panied voice of the particular singer). However popular
singers typically have a large number of songs to their
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credit, and therefore a method for learning a dictionary of
soft masks for the singer from such a training data set could
be useful. The training set thus has original single-channel
polyphonic songs where the vocal characteristics corre-
spond to the singer but the background orchestration is di-
verse. We apply non-negative matrix factorization (NMF)
methods to estimate the invariant set of basis vectors across
multiple instances of the singer’s phones in different songs.
In the recent past, several systems have been proposed that
qualify as modifications of NMF for improved performance
in various scenarios where specific prior knowledge about
the data are available [5] (and references therein). In the
present work, we attempt to formulate a NMF approach
to obtain basis elements corresponding to the singer’s ut-
terances by providing audio corresponding to a particu-
lar singer. Given the very diverse spectra of the differ-
ent phones in a language, the quality of the decomposition
can be improved by restricting the optimization to within
a phone class [11]. We exploit the availability of song-
synchronized lyrics data available in karaoke applications
to achieve this. Our main contribution is to combine the
advantages of harmonic-sinusoidal modeling in localizing
the vocal components in time-frequency with that of soft-
masking based on spectral envelope estimates from a NMF
decomposition on polyphonic audio training data. Prior
knowledge about singer identity and underlying phone tran-
scription of the training and test audio are incorporated in
the proposed framework. We develop and evaluate the con-
strained NMF optimization required for the training across
instances where a common basis function set corresponds
to the singer-vowel. On the test data, partial co-factorization
with a sparseness constraint helps obtain the correct basis
decomposition for the mixed signal at any time instant, and
thus a reliable spectral envelope estimate of the vowel for
use in the soft mask. Finally, the overall system is eval-
uated based on the achieved vocal and orchestral back-
ground separation using objective measures and informal
listening. In the next sections, we present the overall sys-
tem for vocal separation, followed by the proposed NMF-
based singer-vowel dictionary learning, estimation of the
soft mask for test mixed polyphonic utterances and exper-
imental evaluation of system performance.

2. PROPOSED HYBRID SYSTEM

A block diagram of the proposed hybrid system for vocal
separation is shown in Figure[I] The single-channel audio
mixture considered for vocal separation is assumed to have
the singing voice, when present, as the dominant source in
the mix. We assume that the sung regions are annotated at
the syllable level, as expected from music audio prepared
for karaoke use. A predominant pitch tracker [9] is applied
to the sung regions to detect vocal pitch at 10 ms intervals
throughout the sung regions of the audio. Sinusoidal com-
ponents are tracked in the computed short-time magnitude
spectrum after biasing trajectory information towards the
harmonic locations based on the detected pitch [8]. The
pitch salience and total harmonic energy are used to locate
the vowel region within the syllable. The vocal signal can
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Figure 1. Block diagram of the proposed vocal separation
system.

be reconstructed from the harmonic sinusoidal component
trajectories obtained by amplitude and phase interpolation
of the frame-level estimates from the STFT. An estimate
of the instantaneous spectral envelope of the singer’s voice
provides a soft mask to re-shape the harmonic amplitudes
before vocal reconstruction. The mel-filtered spectral en-
velope (MFS) is computed by applying a 40-band mel-
filter bank to the log-linearly interpolated envelope of the
mixture harmonic amplitudes. By using the spectral enve-
lope, we eliminate pitch dependence in the soft mask to a
large extent. The phoneme dictionary consists of a set of
basis vectors for each vowel, at various pitches. A linear
combination of these basis vectors may be used to estimate
the MFS envelope of the vocal component of the mixture,
from the MFS envelope of the mixture. These spectral en-
velope vectors are learnt from multiple polyphonic mix-
tures of the phoneme as explained in Section|3] The MFS
is used as a low-dimensional perceptually motivated repre-
sentation. The reconstructed vocal signal is subtracted in
the time-domain from the polyphonic mixture to obtain the
vocal-suppressed music background.

3. SPECTRAL ENVELOPE DICTIONARY
LEARNING USING NMF

To obtain the singer specific soft mask mentioned in the
previous section, we create a dictionary of basis vectors
corresponding to each of the vowels of the language. This
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dictionary is created from polyphonic song segments, con-
taining the vowel, of the singer under consideration. While
spectral envelope of a vowel depends on the vowel iden-
tity, there are prominent dependencies on (i) the singer,
whose physiological characteristics and singing style af-
fect the precise formant locations and bandwidths for a
given vowel. This is especially true of the higher formants
(4th and 5th), which depend primarily on the singer rather
than on the vowel; (ii) pitch, specifically in singing where
the articulation can vary with large changes in pitch due to
the “formant tuning” phenomenon [12]; (iii) loudness or
vocal effort. Raising the vocal effort reduces spectral tilt,
increasing the relative amplitudes of the higher harmonics
and consequently the brightness of the voice.

In the proposed dictionary learning, pitch dependence is
accounted for by separate dictionary entries corresponding
to 2 or 3 selected pitch ranges across the 2 octaves span
of a singer. Since the pitch and vowel identity are known
for the test song segment, the correct dictionary can be se-
lected at any time. The basis vectors for any pitch range of
the singer-vowel capture the variety of spectral envelopes
that arise from varying vocal effort and vowel context. We
have training data of several instances of a particular singer
uttering a common vowel. These utterances have been ob-
tained from different songs and hence, we may assume
that the accompaniments in the mixtures are different. The
MES envelopes, reviewed in the previous section, are ex-
tracted for each training vowel instance in the polyphonic
audio. Based on the assumption of additivity of the spectral
envelopes of vocal and instrumental background, there is a
common partial factor corresponding to the singer-vowel
across the mixtures with changing basis vectors for the ac-
companiment.

We use NMF to extract common features (singer-vowel
spectra) across multiple song segments. The conventional
use of NMF is similar to the phoneme-dependent NMF
used for speech separation in [7] where the bases are es-
timated from clean speech. We extend the scope of NMF
further, using non-negative matrix partial co-factorization
(NMPCEF ) [4] equivalent to NMF for multiblock data [15]
techniques. NMPCF and its variants have been used in
drum source separation [4], where one of the training sig-
nals is the solo drums audio. Here, we use NMPCF for
multiple MFS matrices of mixed signals across segments
of the polyphonic audio of the singer, without the use of
clean vocal signal. This will yield a common set of bases
representing the singer-vowel and other varying bases rep-
resentative of the accompaniments.

We now describe the NMPCF algorithm for learning the
singer-vowel basis. The MFS representation for one spe-
cific annotated segment of a polyphonic music is repre-
sented as V;. This section has the vowel of interest and
instrumental accompaniments. We have MFS of M such
mixtures for ¢ = 1,..., M represented as [15],

V;=V.;+ V., 1=1,... M. 1)
where V ; and V, ; denote the MFS of the common singer-
vowel and accompaniment, respectively. Using NMF de-
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composition for the MFS spectra we have,

Vi=WH.,+ W, ,H,,, i=1,...M. (2
where W, € REXN ¢ denotes the basis vectors correspond-
ing to the common vowel shared by the M mixtures and
W, € Rf *Na are the basis vectors corresponding to the
accompaniments. Here F' is the number of mel-filters (40)
used, N, and N, are the numer of basis vectors for the
vowel and accompaniments, respectively. The matrices
H,.; and H,; are the activation matrices for the vowel
and accompaniment basis vectors, respectively. Our objec-
tive is to obtain the basis vectors W corresponding to the
common vowel across these M mixtures. We achieve this
by minimizing the Frobenius norm || . ||§J of the discrep-
ancy between the given mixtures and their factorizations,

simultaneously. Accordingly, the cost function,

M
1
D=3 5 Vie WeH, — W Hy [} +
i=1

A1
AW B )

is to be minimized with respect to W., W, ;, H ;, and
H, ;. The regularizer || W, ; |2 and \; the Lagrange
multiplier lead to dense W, ; and W matrices [15]. The
basis vectors thus obtained are a good representation of
both the common vowel and the accompaniments, across
the mixture. In this work, we choose A\; = 10 for our ex-
perimentation as it was found to result in the sparsest H, ;
matrix for varying values of A\;. We solve (3) using the
multiplicative update algorithm. The multiplicative update
for a parameter P in solving the NMF problem takes the
general form,

Ve(D)

P=Po ,
V(D)

“

where Vx (D) and V¥ (D) represent the negative and pos-
itive parts of the derivative of the cost D w.r.t. the param-
eter X, respectively, ® represents the Hadamard (element-
wise) product and the division is also element-wise. Cor-
respondingly, the multiplicative update for the parameter
W. in @) is,

W,

W 5)
w

where,

Vw, (D) => (WH.; + W, ;H,; — V;,)H],. (6)

M
i=1

Similarly, the update equation for other terms in (3)) are,

WIv;,
H,, = H,, e I
i ei © WIW.H,; + WIW, ;H,,; "
WaTiVi
H,,—H ) ®)

ai © )
' ’ WziWch,i + Wziwa,iHa,i
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Wa,i =
W V.HI,
1 WoH, HT, + W, Hy HT, 0 X W,
©))
for s = 1,..., M. The basis vectors W, for the vari-

ous phonemes form the dictionary and act as a prior in the
spectral envelope estimation. Each dictionary entry is as-
sociated with a vowel and pitch range. We denote each
entry in the dictionary as W.(/p/, f0) for each vowel /p/
at pitch f0.

4. SOFT MASK ESTIMATION USING
SINGER-VOWEL DICTIONARY

In this section, we describe the approach to estimate the
frame-wise soft mask for a test polyphonic vowel mixture
segment. We first obtain the MFS envelope for the mix-
ture as mentioned in Section[2l With the vowel label and
pitch range known, we obtain the corresponding set of ba-
sis vectors W.(/p/, f0) from the dictionary. Given this
MES representation of the mixture and the basis vectors,
our objective is to separate the vocal component from the
mixture. We do this by minimizing the cost function

1
DT:§HVT—WJLj—“MﬂL$H%+
A
72 | Her |7, (10)

where the subscript T  refers to the test case. The minimiza-
tion is done with the dictionary bases W kept fixed and
using multiplicative updates for H. 7, W, 7 and H, 7.
The sparsity constraint on H. 7 in (I0) accounts for the
fact that the best set of bases representing the vowel would
result in the sparsest temporal matrix H. . Under this
formulation, W _H_ 7 will give an estimate of the vowel’s
MES envelope V.. (as in (I))) for the mixture. An alternate
way is to use Wiener filtering to estimate V. as,

_ Wch,T
< WCHC,T + Wa,THa,T

\Y% ® V. an
This estimated vowel MFS can be used to reconstruct the
spectral envelope of the vowel C. This is done by multi-
plying V. with the pseudoinverse of the DFT matrix M of
the mel filter bank [1] as C = MT\Afc. A soft mask cor-
responding to this spectral envelope can be obtained using
the Gaussian radial basis function [2],

(108 X(.8) ~ 105 &(£.1))

202

Gb(fv t) = €Xp

(12)
where, o is the Gaussian spread, X is the magnitude spec-
trum of the mixed signal. The soft mask (12) is evaluated
with ¢ = 1, in a 50 Hz band around the pitch (f0) and its
harmonics [14].

Having obtained the soft mask, the vocals track is re-
constructed by multiplying the soft mask with the harmonic
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amplitudes of the sinusoidally modeled signal. The resyn-
thesized signal then corresponds to the reconstructed vo-
cals. The accompaniment can be obtained by performing a
time-domain subtraction of the reconstructed vocals from
the original mixture.

5. EXPERIMENTS AND PARAMETER CHOICES

Given a polyphonic vowel segment, the vocal is separated
by applying the generated soft mask corresponding to the
given mixture. We compare the separated vocal with the
ground truth to evaluate the performance. The performance
evaluation of the proposed system is carried out in two
steps. The first step is to choose the parameters of the sys-
tem using the distance in the MFS space between the es-
timated and ground-truth MFS vectors obtained from the
clean utterance. The second step is the computation of
signal-to-distortion (SDR) measure (in dB) on the sepa-
rated vocal and instrumental time-domain signals which
will be given in Section [ We present the training and
test data used in the experiments next.

5.1 Description of the Dataset

The training dataset comprised of nine instances of three
vowels viz., /a/, /i/, /ol at two average pitches of 200 Hz
and 300 Hz and sung by a male singer over three different
songs with their accompaniments, annotated at the phoneme
level. The training data was chosen so as to have differ-
ent accompaniments across all the instances of a vowel.
The training audios thus contained the vowel utterances
throughout in the presence of background accompaniments.
The training mixtures were pre-emphasised using a filter
with a zero located at 0.7 to better represent the higher for-
mants. A dictionary of bases was created for all the vowels
for the two pitch ranges using the NMCPF optimization
procedure discussed in Section [3] The performance was
evaluated over a testing dataset of 45 test mixtures with 15
mixtures for each vowel over the two pitch ranges. The
mixtures used for testing were distinct from the training
mixtures. Since the audios were obtained directly from full
songs, there was a significant variation in terms of the pitch
of the vowel utterances around the average pitch ranges
and in terms of coarticulation. The training and testing
mixtures were created in a karaoke singing context and
hence, we had available, the separate vocal and accom-
paniment tracks to be used as ground truth in the perfor-
mance evaluation. All the mixtures had durations in the
range of 400 ms - 2.2 s and were sampled at a frequency of
16 kHz. The window size and hop size used for the 1024
point STFT were 40 ms and 10 ms, respectively.

5.2 Choice of Parameters

There are several training parameters likely to influence
the performance of the system. These include the ranks
of the matrices in the decomposition (W., W) and the
number of mixtures M. We obtain these parameters exper-
imentally using a goodness-of-fit measure. The goodness-
of-fit is taken to be the normalised Frobenius norm of the
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Figure 2. Goodness-of-fit, averaged over all phoneme
bases, with increasing number of mixtures (M) used in
the parallel optimization procedure for different decompo-
sition ranks. The distance measure decreases indicating an
improving fit as the number of mixtures and rank increase.

difference between the ideal envelope of a vowel in the
MFS domain V. and its best estimate V. obtained as a
linear combination of the bases, for a mixture containing
the vowel and accompaniment. This estimate can be calcu-
lated as explained in Sectiond] Lower the value of this dis-
tance measure, closer is the envelope estimate to the ideal
estimate. The various bases may be compared by calculat-
ing D; for different bases W, using

D, — ||‘10‘_ \[01“%
;, = +—o o« lF
| Ve lIZ
Ve - wmwam- @ Vr %
= iTed S , (13)
| Vel

and comparing the same. To account for variabilities in the
evaluation mixtures, the distance measure is evaluated and
averaged over a number of mixtures and combinations, for
each set of bases W,,. The goodness-of-fit is used only
to choose the appropriate parameter values for the system.
The performance of the overall system, however, is evalu-
ated in terms of SDR.

As shown in Figure [2| the goodness-of-fit measure de-
creases with increasing rank of the decomposition (num-
ber of vocal basis vectors) for a given M. The decreasing
trend flattens out and then shows a slight increase beyond
rank 35. For a fixed rank, the goodness-of-fit improves
with increasing number of mixtures. Of the configurations
tried, the distance measure is minimum when four mix-
tures (M 4) are used in the NMPCF optimization to
obtain the dictionary. Thus, a rank 35 decomposition with
M = 4 is chosen for each singer-vowel dictionary for sys-
tem performance evaluation.

As for the rank of the accompaniment basis, it is ob-
served that the regularization term in the joint optimiza-
tion (3) seems to make the algorithm robust to choice of
number of basis vectors for the accompaniment. Eight
basis vectors were chosen for each mixture term in the
joint optimization. Although the number of accompani-
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Separated | Binary Soft mask
track mask || Original singer | Alternate singer
Vocal 8.43 9.06 8.66
Instrumental | 13.63 14.16 14.10

Table 1. SDR values (in dB) for separated vocals and in-
struments obtained using a binary mask, soft mask from
the original singer’s training mixtures and soft mask from
an alternate singer’s vocals.

ment bases seems to be comparatively low, eight bases
were sufficient to reconstruct the accompaniment signals
from the mixtures. A high value for A, in the test opti-
mization problem of (T0) results in a decomposition in-
volving a linear combination of the least number of bases
per time frame. This sparse decomposition may not neces-
sarily lead to the best reconstruction in more challenging
scenarios involving articulation variations. Thus a small
value of Ay = 0.1 was chosen.

6. RESULTS AND DISCUSSION

We evaluate the performance of the system using the SDR.
The SDR is evaluated using the BSS_eval toolbox [13].
The SDR values averaged across 45 vowel test mixtures,
separately for the reconstructed vocals and instrumental
background are given in Table [T, To appreciate the im-
provement, if any, the SDR is also computed for the har-
monic sinusoidal model without soft masking (i.e., binary
masking only). While the proposed soft masking shows an
increase in SDR, closer examination revealed that the im-
provements were particularly marked for those mixtures
with overlapping vocal and instrumental harmonics (ac-
companiments) in some spectral regions. This was also
borne out by informal listening. When we isolated these
samples, we observed SDR improvements of up to 4 dB in
several instances. This is where the selective attenuation of
the harmonic amplitudes in accordance with the estimated
vowel spectral envelope is expected to help most. The har-
monics in the non-formant regions are retained in the in-
strumental background rather than being canceled out as
in binary masking, contributing to higher SDR[H

To understand the singer dependence of the dictionary,
we carried out soft mask estimation from the polyphonic
test mixtures using the basis vectors of an alternate singer.
This basis was a set of clean vowel spectral envelopes ob-
tained from another male singer’s audio with the same vow-
els and pitches corresponding to our training dataset. We
observe from Table [I] that the alternate singer soft mask
does better than the binary mask, since it brings in the
vowel dependence of the soft mask. However, it does not
perform as well as the original singer’s soft mask even
though the latter is obtained from clean vowel utterances.
As depicted in Figure [3] (for a sample case), the envelope
obtained using the original singer’s data closely follows the

! Audio examples are available at http://www.ee.iitb.ac.
in/student/~daplab/ISMIR_webpage/webpageISMIR.
html.
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Figure 3. Comparison of the reconstructed phoneme en-
velope of the phoneme /a/ obtained from training mixtures
of the same singer and with that obtained from pure vocals
of a different singer.

ideal envelope of the phoneme.

Although the NMF optimization converges slowly, the
number of iterations to be carried out to obtain the enve-
lope is low, for both training and testing procedures. It
is observed that the bases and envelopes attain their final
structure after 4000 and 1000 iterations, respectively.

7. CONCLUSION

Soft masks derived from a dictionary of singer-vowel spec-
tra are used to improve upon the vocal-instrumental music
separation achieved by harmonic sinusoidal modeling for
polyphonic music of the particular singer. The main con-
tribution of this work is an NMF based framework that ex-
ploits the amply available original polyphonic audios of the
singer as training data for learning the dictionary of singer
spectral envelopes. Appropriate constraints are introduced
in the NMF optimization for training and test contexts. The
availability of lyric-aligned audio (and therefore phone la-
bels) helps to improve the homogeneity of the training data
and have a better model with fewer basis vectors. Signifi-
cant improvements in reconstructed signal quality are ob-
tained over binary masking. Further it is demonstrated that
a vowel-dependent soft mask obtained from clean data of
a different available singer is not as good as the singer-
vowel dependent soft mask even if the latter is extracted
from polyphonic audio.
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