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ABSTRACT

This paper presents a Bayesian nonnegative matrix fac-
torization (NMF) approach to extract singing voice from
background music accompaniment. Using this approach,
the likelihood function based on NMF is represented by
a Poisson distribution and the NMF parameters, consist-
ing of basis and weight matrices, are characterized by the
exponential priors. A variational Bayesian expectation-
maximization algorithm is developed to learn variational
parameters and model parameters for monaural source sep-
aration. A clustering algorithm is performed to establish
two groups of bases: one is for singing voice and the other
is for background music. Model complexity is controlled
by adaptively selecting the number of bases for different
mixed signals according to the variational lower bound.
Model regularization is tackled through the uncertainty
modeling via variational inference based on marginal like-
lihood. The experimental results on MIR-1K database
show that the proposed method performs better than var-
ious unsupervised separation algorithms in terms of the
global normalized source to distortion ratio.

1. INTRODUCTION

Singing voice conveys important information of a song.
This information is practical for many music-related ap-
plications including singer identification [11], music emo-
tion annotation [21], melody extraction, lyric recognition
and lyric synchronization [6]. However, singing voice is
usually mixed with background accompaniment in a mu-
sic signal. How to extract the singing voice from a single-
channel mixed signal is known as a crucial issue for mu-
sic information retrieval. Some approaches have been pro-
posed to deal with single-channel singing-voice separation.

There are two categories of approaches to source sep-
aration: supervised learning [2] and unsupervised learn-
ing [8,9,13,22]. Supervised approach conducts the single-
channel source separation given by the labeled training
data from different sources. In the application of singing-
voice separation, the separate training data of singing voice
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and background music should be collected. But, it is
more practical to conduct the unsupervised learning for
blind source separation by using only the mixed test data.
In [13], the repeating structure of the spectrogram of the
mixed music signal was extracted and applied for sep-
aration of music and voice. The repeating components
from accompaniment signal were separated from the non-
repeating components from vocal signal. A binary time-
frequency masking was applied to identify the repeating
background accompaniment. In [9], a robust principal
component analysis was proposed to decompose the spec-
trogram of mixed signal into a low-rank matrix for accom-
paniment signal and a sparse matrix for vocal signal. Sys-
tem performance was improved by imposing the harmonic-
ity constraints [22]. A pitch extraction algorithm was in-
spired by the computational auditory scene analysis [3] and
was applied to extract the harmonic components of singing
voice.

In general, the issue of singing-voice separation is seen
as a single-channel source separation problem which could
be solved by using the learning approach based on the
nonnegative matrix factorization (NMF) [10, 19]. Using
NMF, a nonnegative matrix is factorized into a product
of a basis matrix and a weight matrix which are nonneg-
ative [10]. NMF can be directly applied in Fourier spec-
trogram domain for audio signal processing. In [7], the
nonnegative sparse coding was proposed to conduct sparse
learning for overcomplete representation based on NMF.
Such sparse coding provides efficient and robust solution
to NMF. However, how to determine the regularization pa-
rameter for sparse representation is a key issue for NMF. In
addition, the time-varying envelopes of spectrogram con-
vey important information. In [16], one dimensional con-
volutive NMF was proposed to extract the bases, which
considered the dependencies across successive columns of
input spectrogram, and was applied for supervised single-
channel speech separation. In [14], two dimensional NMF
was proposed to discover fundamental bases for blind mu-
sical instrument separation in presence of harmonic varia-
tions from piano and trumpet. Number of bases was empir-
ically determined. Nevertheless, the selection of the num-
ber of bases is known as a model selection problem in sig-
nal processing and machine learning. How to tackle this
regularization issue plays an important role to assure gen-
eralization for future data in ill-posed condition [1].

Basically, uncertainty modeling via probabilistic frame-
work is helpful to improve model regularization for NMF.
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The uncertainties in singing-voice separation may come
from improper model assumption, incorrect model order
and possible noise interference, nonstationary environ-
ment, reverberant distortion. Under probabilistic frame-
work, nonnegative spectral signals are drawn from proba-
bility distributions. The nonnegative parameters are also
represented by prior distributions. Bayesian learning is in-
troduced to deal with uncertainty decoding and build a ro-
bust source separation by maximizing the marginal likeli-
hood over the randomness of model parameters. In [15],
Bayesian NMF (BNMF) was proposed for image feature
extraction based on the assumption of Gaussian likelihood
and exponential prior. In the BNMF [4], an approximate
Bayesian inference based on variational Bayesian (VB) al-
gorithm using Poisson likelihood for observation data and
Gamma prior for model parameters was proposed for im-
age reconstruction. Implementation cost was demanding
due to the numerical calculation of shape parameter. Al-
though NMF was presented for singing-voice separation
in [19, 23], the regularization issue was ignored and the
sensitivity of system performance due to uncertain model
and ill-posed condition was serious.

This paper presents a new model-based singing-voice
separation. The novelties of this paper are twofold. The
first one is to develop Bayesian approach to unsupervised
singing-voice separation. Model uncertainty is compen-
sated to improve the performance of source separation of
vocal signal and background accompaniment signal. Num-
ber of bases is adaptively determined from the mixed signal
according to the variational lower bound of the logarithm
of a marginal likelihood over NMF basis and weight ma-
trices. The second one is the theoretical contribution in
Bayesian NMF. We construct a new Bayesian NMF where
the likelihood function in NMF is drawn from Poisson dis-
tribution and the model parameters are characterized by ex-
ponential distributions. A closed-form solution to hyperpa-
rameters using the VB expectation-maximization (EM) [5]
algorithm is derived for ease of implementation and com-
putation. This BNMF is connected to standard NMF with
sparseness constraint. But, using the BNMF, the regular-
ization parameters or hyperparameters are optimally esti-
mated from training data without empirical selection from
validation data. Beyond the approaches in [4, 15], the pro-
posed BNMF completely considers the dependencies of
the variational objective on hyperparameters and derives
the analytical solution to singing-voice separation.

2. NONNEGATIVE MATRIX FACTORIZATION

Lee and Seung [10] proposed the standard NMF where no
probabilistic distribution was assumed. Given a nonnega-
tive data matrix X € RfXN , NMF aims to decompose
data matrix X into a product of two nonnegative matrices
B € RY*X and W € RE*N. The (m, n)-th entry of X
is approximated by X,,, =~ [BW],,, = >, Bk Win.
NMF parameters © = {B, W} consist of basis matrix B
and weight matrix W. The approximation based on NMF
is optimized by minimizing the Kullback-Leibler (KL) di-
vergence Dy (X || BW) between the observed data X and
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2.1 Maximum Likelihood Factorization

NMF approximation is revisited by introducing the prob-
abilistic framework based on maximum likelihood (ML)
theory. The nonnegative latent variable Z,,,, is embedded
in data entry X,,, by X, = >, Zmkn and is repre-
sented by a Poisson distribution with mean B, Wx,,, i.e.
Zrmken ~ POIS(Zmkn; BmkWin) [4]. Log likelihood func-
tion of data matrix X given parameters © is expressed by

log p(X|B, W) = log [ [ Pois(Xmn; > BmkWin)
m,n k

()
= (Xmn10g[BW]mn — [BWlimny — log T'(Xmn + 1))

m,n

where I'(-) is the gamma function. Maximizing the log
likelihood function in Eq. (2) based on Poisson distribution
is equivalent to minimizing the KL divergence between X
and BW in Eq. (1). This ML problem with missing vari-
ables Z = {Z,.1n} can be solved according to EM algo-
rithm. In E step, the expectation function of the log likeli-
hood of data X and latent variable Z given new parameters
B("*+1) and W(+1) s calculated with respect to Z under
current parameters B(") and W(7). In M step, we maxi-
mize the resulting auxiliary function to obtain the updating
of NMF parameters which is equivalent to that of standard
NMF in [10].

2.2 Bayesian Factorization

ML estimation is prone to find an over-trained model [1].
To improve model regularization, Bayesian approach is in-
troduced to establish NMF for single-source separation.
ML NMF was improved by considering the priors of ba-
sis matrix B and weight matrix W for Bayesian NMF
(BNMF). Different specifications of likelihood function
and prior distribution result in different solutions with dif-
ferent inference procedures. In [15], the approximation
error of X,,, using Zk B x Wy, is modeled by a zero-
mean Gaussian distribution

Xmn NN(an§ZBmkan:0'2) (€©)
k

with the variance parameter o> which is distributed by an
inverse gamma prior. The priors of nonnegative B, and
Wiy, are modeled by the exponential distributions

Bmk ~ Exp(Bmk; A’;nk)z Wkn ~ EXP(Wkn§ )"ILcUn) (4)

where Exp(z;0) = 0 exp(—6z), with means (A\° ,)~! and

(A )71, respectively. Typically, the larger the exponen-
tial hyperparameter 6 is involved, the sparser the expo-
nential distribution is shaped. The sparsity of basis pa-
rameter B,,; and weight parameter Wy, is controlled by
hyperparameters A? , and A , respectively. In [15], the
hyperparameters {)\fnk, A} were fixed and empirically
determined. The Gaussian likelihood does not adhere to
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the assumption of nonnegative data matrix X. The other
weakness in the BNMF [15] is that the exponential dis-
tribution is not conjugate prior to the Gaussian likelihood
function for NMF. There was no closed-form solution. The
parameters © = {B, W, 02} were accordingly estimated
by Gibbs sampling procedure where a sequence of poste-
rior samples of © was drawn by the corresponding condi-
tional posterior probabilities.

Cemgil [4] proposed the BNMF for image reconstruc-
tion based on the Poisson likelihood function as given in
Eq. (2) and the gamma priors for basis and weight matri-
ces. The gamma distribution, represented by a shape pa-
rameter and a scale parameter, is known as the conjugate
prior to Poisson likelihood function. Variational Bayesian
(VB) inference procedure was developed for NMF im-
plementation. However, the shape parameter was imple-
mented by the numerical solution. The computation cost
was relatively high. Some dependencies of variational
lower bound on model parameters were ignored in [4]. The
resulting parameters did not reach true optimum of varia-
tional objective.

3. NEW BAYESIAN FACTORIZATION

This study aims to find an analytical solution to full
Bayesian NMF by considering all dependencies of varia-
tional lower bound on regularization parameters. Regular-
ization parameters are optimally estimated.

3.1 Bayesian Objectives

In accordance with the Bayesian perspective and the spirit
of standard NMF, we adopt the Poisson distribution as like-
lihood function and the exponential distribution as conju-
gate prior for NMF parameters B,,,;, and Wy, with hyper-
parameters A\° , and A\ , respectively. Maximum a pos-
teriori (MAP) estimates of parameters © = {B, W} are
obtained by maximizing the posterior distribution or min-
imizing — log p(B, W|X) which is arranged as a regular-
ized KL divergence between X and BW

DRL(X|[BW) + > AL Bk + > Af,Win )
m,k k,n

where the terms independent of B, and Wy, are treated
as constants. Notably, the regularization terms (2nd and
3rd terms) in this objective are nonnegative and seen as the
¢4 regularizers [18] which are controlled by hyperparame-
ters {\? ., A% }. These regularizers impose sparseness in
the estimated MAP parameters.

However, MAP estimates are seen as point estimates.
The randomness of parameters is not considered in model
construction. To conduct full Bayesian treatment, BNMF
is developed by maximizing the marginal likelihood
p(X|O) over latent variables Z as well as NMF parame-
ters {B, W}

| S p(X[2. B, W)p(zIB, W)p(B, WIe)IBIW  ©)
Z

and estimating the sparsity-controlled hyperparameters or

regularization parameters © = {\> . A%, }. The resulting

evidence function is meaningful to act as an objective for
model selection which balances the tradeoff between data
fitness and model complexity [1]. In the singing-voice sep-
aration based on NMEF, this objective is used to judge which
number of bases K should be selected. The selected num-
ber is adaptive to fit different experimental conditions with
varying lengths and the variations from different singers,
genders, songs, genres, instruments and music accompani-
ments. Model regularization is tackled accordingly. But,
using NMF without Bayesian treatment, the number of
bases was fixed and empirically determined.

3.2 Variational Bayesian Inference

The exact Bayesian solution to optimization problem in
Eq. (6) does not exist because the posterior probability of
three latent variables {Z, B, W} given the observed mix-
tures X could not be factorized. To deal with this issue, the
variational Bayesian expectation-maximization (VB-EM)
algorithm is developed to implement Poisson-Exponential
BNMEF. VB-EM algorithm applies the Jensen’s inequal-
ity and maximizes the lower bound of the logarithm of
marginal likelihood

p(X,Z,B,W|©)
q(Z,B,W) )

X dBAW = E,[log p(X, Z, B, W|O)] + H[¢(Z, B, W)]

logp(X[€) > [ 3 (2B, W) log
VA

where H|-| is an entropy function. The factorized vari-
ational distribution ¢(Z,B,W) = ¢(Z)q(B)g(W) is
assumed to approximate the true posterior distribution
p(Z,B,W|X,0O).

3.2.1 VB-E Step

In VB-E step, a general solution to variational distribution
g; of an individual latent variable j € {Z,B, W} is ob-
tained by [1]

log §; o< Bq(,;, [logp(X,Z, B, W|©)]. ®)
Given the variational distributions defined by

q(Bmk) = Gam(Bmk? O‘?nkv 62@1@)
q(Win) = Gam(Win; oy, Bier,) ©
(I(kan) = Mun(kan§ Pmkn)

the variational parameters {a® , , 8 . ot B | Ppjn}in
three distributions are estimated by

-1

—1
&, =14> (Zmin), B = <Z<Bmk> +>\?n> 10)

k
. _ exp((log Bk) + (log Win))
mkn > ; exp((log Bmj) + (log Win))

where the expectation function E,[-] is replaced by (-) for
simplicity. By substituting the variational distribution into
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Eq. (7), the variational lower bound is obtained by

Bp = - Z(

m,n,k

+ Z(f lOgF(an + 1) - Z<Z7nkn> log P"Lk’n)

m,n k

+ Z(lOg Bmk) Z<kan> + Z<10g Win) Z<kan>
m,k n k,n m
+ Z(IOgA Buk)) + > (108 Al — Ay (W)
k,n

+Z

—1)W(ab,,) +logBL,, + b, +logT(ah,,))

an
where W(-) is the derivative of the log gamma function,
and is known as a digamma function.

3.2.2 VB-M Step

In VB-M step, the optimal regularization parameters © =
{\b ., A% } are derived by maximizing Eq. (11) with re-
spect to © and yielding

oBL 1 dlog Bl ,
= — — (B ——mE =
YR P AN -
OBy, 1 dlog By,
AW = )\w <Wkn> + 8>\wk =0.
kn kn kn

Accordingly, the solution to BNMF hyperparameters is de-
rived by solving a quadratic equation where nonnegative
constraint is considered to find positive values of hyperpa-
rameters by

1 n(Whkn)
= (-0 + - Zelal)
w1 (B
Afen, = 3 <_;(Bmk \/(Z k)2 +4Z(W;m>k>>

(13)
where (Bp,;) = ab,, Bt and (Wy,) = o B are ob-
tained as the means of gamma distributions. VB-E step
and VB-M step are alternatively and iteratively performed
to estimate BNMF parameters © with convergence. It is
meaningful to select the best number of bases (K') with the
largest lower bound of the log marginal likelihood which
integrates out the parameters of weight and basis matrices.

3.3 Poisson-Exponential Bayesian NMF

To the best of our knowledge, this is the first study where a
Bayesian approach is developed for singing-voice separa-
tion. The uncertainties in singing-voice separation due to
a variety of singers, songs and instruments could be com-
pensated. Model selection problem is tackled as well. In
this study, total number of basis vectors K is adaptively
selected for individual mixed signal according to the vari-
ational lower bound in Eq (11) with the converged varia-
tional parameters {a . Bo A i B [ mkn} and model
parameters {\ A }.

Considering the pairs of likelihood function and prior
distribution in NMF, the proposed method is also called
the Poisson-Exponential BNMF which is different from

mk?
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the Gaussian-Exponential BNMF in [15] and the Poisson-
Gamma BNMF in [4]. The superiorities of the proposed
method to the BNMFs in [15, 4] are twofold. First, as-
suming the exponential priors provides a BNMF approach
with tractable solution as given in Eq. (13). Gibbs sam-
pling in [15] and Newton’s solution in [4] are computation-
ally expensive. Second, the dependencies of three terms of
the variational lower bound in Eq. (11) on hyperparame-
ters )\fnk or A}, are all considered in finding the true op-
timum while some dependencies were ignored in the solu-
tion to Poisson-Gamma BNMF [4]. Also, the observations
in Gaussian-Exponential BNMF [15] were not constrained
to be nonnegative.

4. EXPERIMENTS
4.1 Experimental Setup

We used the MIR-1Kdataset [8] to evaluate the proposed
method for unsupervised singing-voice separation from
background music accompaniment. The dataset consisted
of 1000 song clips extracted from 110 Chinese karaoke pop
songs performed by 8 female and 11 male amateurs. Each
clip recorded at 16 KHz sampling frequency with the dura-
tion ranging from 4 to 13 seconds. Since the music accom-
paniment and the singing voice were recorded at left and
right channels, we followed [8,9, 13] and simulated three
different sets of monaural mixtures at signal-to-music-
ratios (SMRs) of 5, 0, and -5 dB where the singing-voice
was treated as signal and the accompaniment was treated
as music. The separation problem was tackled in the short-
time Fourier transform (STFT) domain. The 1024-point
STFT was calculated to obtain the Fourier magnitude spec-
trograms with frame duration of 40 ms and frame shift of
10 ms. In the implementation of BNMF, ML-NMF was
adopted as the initialization and 50 iterations were run to
find the posterior means of basis and weight parameters.
To evaluate the performance of singing-voice separation,
we measure the signal-to-distortion ratio (SDR) [20] and
then calculate the normalized SDR (NSDR) and the global
NSDR (GNSDR) as

NSDR(V,V, X) = SDR(V, V) — SDR(X, V)

SN 1.NSDR(V,,V,,X,) (14
N
n=1""'"

GNSDR(V,V,X) =

where V,V,X denote the estimated singing voice, the
original clean singing voice, and the mixture signal, re-
spectively, N is the total number of the clips and I,, is the
length of the nth clip. NSDR is used to measure the im-
provement of SDR between the estimated singing voice \Y%
and the mixture signal X. GNSDR is used to calculate
the overall separation performance by taking the weighted
mean of the NSDRs.

4.2 Unsupervised Singing-Voice Separation

We implemented the unsupervised singing-voice separa-
tion where total number of bases (K') and the grouping of
these bases into vocal source and music source were both
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Figure 1. Performance comparison using BNMF1 (K-
means clustering) and BNMF2 (NMF-clustering) and five
competitive methods (Hsu [8], Huang [9], Yang [22], Rafii
[12], Rafii [13]) in terms of GNSDR under various SMRs.

learned from test data in an unsupervised way. No training
data were required. Model complexity based on K was de-
termined in accordance with the variational lower bound of
log marginal likelihood in Eq. (11) while the grouping of
bases for two sources was simply performed via the clus-
tering algorithms using the estimated basis vectors in B
or equivalently from the estimated variational parameters
{ab ., B2, }. Following [17], we conducted the K-means
clustering algorithm based on the basis vectors B in Mel-
frequency cepstral coefficient (MFCC) domain. Each basis
vector was first transformed to the Mel-scaled spectrum by
applying 20 overlapping triangle filters spaced on the Mel
scale. Then, we took the logarithm and applied the discrete
cosine transform to obtain nine MFCCs. Finally, we nor-
malized each coefficient to zero mean and unit variance.
The K-means clustering algorithm was applied to partition
the feature set into two clusters through an iterative pro-
cedure until convergence. However, it is more meaningful
to conduct NMF-based clustering for the proposed BNMF
method. To do so, we transformed the basis vectors B into
Mel-scaled spectrum to form the Mel-scaled basis matrix.
ML-NMF was applied to factorize this Mel-scaled basis
matrix into two matrices B of size N -by-2 and W of size
2-by-K. The soft mask scheme based on Wiener gain was
applied to smooth the separation of B into basis vectors
for vocal signal and music signal. This same soft mask
was performed for the separation of mixed signal X into
vocal signal and music signal based on the K-means clus-
tering and NMF clustering. Finally, the separated singing
voice and music accompaniment signals were obtained by
the overlap-and-add method using the original phase.
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NMF | NMF | NMF | BNMF
(30) | (40) | (50) | (adaptive)
K-means clustering | 2.69 | 2.58 | 2.47 2.92
NMF clustering 3.15 | 3.13 | 297 3.25

Table 1. Comparison of GNSDR at SMR = 0 dB using
NMF with fixed number of bases {30, 40, 50} and BNMF
with adaptive number of bases.

number of occurrences

Figure 2. Histogram of the selected number of bases using
BNMF under various SMRs.

4.3 Experimental Results

The unsupervised single-channel separation using BNMFs
(BNMF1 using K-means clustering and BNMF2 using
NMF clustering) and the other five competitive systems
(Hsu [8], Huang [9], Yang [22], Rafii [12], Rafii [13])
is compared in terms of GNSDR as depicted in Figure
1. Using K-means clustering in MFCC domain, the re-
sulting BNMF1 outperforms the other five methods under
SMRs of 0 dB and -5 dB while the results using Huang [9]
and Yang [22] perform better than BNMF1 under 5 dB
condition. This is because the methods in [9, 22] used
additional pre- and/or post-processing techniques as pro-
vided in [13,22] which were not applied in BNMF1 and
BNMF2. Nevertheless, using BNMF factorization with
NMF clustering (BNMF2), the overall evaluation consis-
tently achieves around 0.33~0.57 dB relative improvement
in GNSDR compared with BNMF1 including the SMR
condition at 5dB. In addition, we evaluate the effect on the
adaptive basis selection using BNMF. Table 1 reports the
comparison of BNMF1 and BNMF2 with adaptive basis
selection and ML-NMF with fixed number of bases under
SMR of 0 dB. Two clustering methods were also carried
out for NMF with different K. BNMF factorization com-
bined with NMF clustering achieves the best performance
in this comparison. Figure 2 shows the histogram of the
selected number of bases K using BNMF. It is obvious
that this adaptive basis selection plays an important role to
find suitable amount of bases to fit different experimental
conditions.
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5. CONCLUSIONS

We proposed a new unsupervised Bayesian nonnegative
matrix factorization approach to extract the singing voice
from background music accompaniment and illustrated the
novelty on an analytical and true optimum solution to the
Poisson-Exponential BNMF. Through the VB-EM infer-
ence procedure, the proposed method automatically se-
lected different number of bases to fit various experimen-
tal conditions. We conducted two clustering algorithms to
find the grouping of bases into vocal and music sources.
Experimental results showed the consistent improvement
of using BNMF factorization with NMF clustering over
the other singing-voice separation methods in terms of
GNSDR. In future works, the proposed BNMF shall be
extended to multi-layer source separation and applied to
detect unknown number of sources.
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