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ABSTRACT

Music recommendation is a crucial task in the field of
music information retrieval. However, users frequently
withhold their real-world identity, which creates a negative
impact on music recommendation. Thus, the proposed
method recognizes users’ real-world identities based on
music metadata. The approach is based on using the tracks
most frequently listened to by a user to predict their gender
and age. Experimental results showed that the approach
achieved an accuracy of 78.87% for gender identification
and a mean absolute error of 3.69 years for the age
estimation of 48403 users, demonstrating its effectiveness
and feasibility, and paving the way for improving music
recommendation based on such personal information.

1. INTRODUCTION

Amid the rapid growth of digital music and mobile
devices, numerous online music services (e.g., Last.fm,
7digital, Grooveshark, and Spotify) provide music
recommendations to assist users in selecting songs. Most
music-recommendation systems are based on content- and
collaborative-based approaches [15]. For content-based
approaches [2,8,9], recommendations are made according
to the audio similarity of songs. By contrast,
collaborative-based approaches involve recommending
music for a target user according to matched listening
patterns that are analyzed from massive users [1, 13].

Because music preferences of users relate to their
real-world identities [12], several collaborative-based
approaches consider identification factors such as age
and gender for music recommendation [14]. However,
online music services may experience difficulty obtaining
such information. Conversely, music metadata (listening
history) is generally available. This motivated us to
recognize users’ real-world identities based on music
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Top-1 track Top-2 track Top-3 track …

Artist name Paul Anka The Platters Johnny Cash …

Song title You Are My 
Destiny
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…

Our system

Gender: male
Age: 65

Music metadata
of the user

Input

Output

Figure 1. Illustration of the proposed system using a real
example.

metadata. Figure 1 illustrates the proposed system. In this
preliminary study, we focused on predicting gender and
age according to the most listened songs. In particular,
gender identification was treated as a binary-classification
problem, whereas age estimation was considered a
regression problem. Two features were applied for both
gender identification and age estimation tasks. The first
feature, TF*IDF, is a widely used feature representation
in natural language processing [16]. Because the music
metadata of each user can be considered directly as
a document, gender identification can be viewed as a
document categorization problem. In addition, TF*IDF is
generally applied with latent semantic indexing (LSI) to
reduce feature dimension. Consequently, this serves as the
baseline feature in this study.

The second feature, the Gaussian super vector (GSV)
[3], is a robust feature representation for speaker
verification. In general, the GSV is used to model acoustic
features such as MFCCs. In this study, music metadata was
translated into proposed hotness features (a bag-of-features
representation) and could be modeled using the GSV. The
concept of the GSV can be described as follows. First,
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a universal background model (UBM) is trained using a
Gaussian mixture model (GMM) to represent the global
music preference of users. A user-specific GMM can
then be obtained using the maximum a posteriori (MAP)
adaptation from the UBM. Finally, the mean vectors of the
user-specific GMM are applied as GSV features.

The remainder of this paper is organized as follows:
Section 2 describes the related literature, and Section 3
introduces the TF*IDF; the GSV is explained in Section
4, and the experimental results are presented in Section 5;
finally, Section 6 provides the conclusion of this study.

2. RELATED LITERATURE

Machine learning has been widely applied to music
information retrieval (MIR), a vital task of which is
content-based music classification [5, 11]. For example,
the annual Music Information Retrieval Evaluation
eXchange (MIREX) competition has been held since 2004,
at which some of the most popular competition tasks
have included music genre classification, music mood
classification, artist identification, and tag annotation.
The purpose of content-based music classification is to
recognize semantic music attributes from audio signals.
Generally, songs are represented by features with different
aspects such as timbre and rhythm. Classifiers are used
to identify the relationship between low-level features and
mid-level music metadata.

However, little work has been done on predicting
personal traits based on music metadata [7]. Figure 2
shows a comparison of our approach and content-based
music classification. At the top level, user identity provides
a basic description of users. At the middle level, music
metadata provides a description of music. A semantic gap
exists between music metadata and user identity. Beyond
content-based music classification, our approach serves
as a bridge between them. This enables online music
services to recognize unknown users more effectively and,
consequently, improve their music recommendations.

3. TF*IDF FEATURE REPRESENTATION

The music metadata of each user can be considered a
document. The TF*IDF describes the relative importance
of an artist for a specific document. LSI is then applied for
dimensionality reduction.

3.1 TF*IDF

Let the document (music metadata) of each user in the
training set be denoted as

di = {t1, t2, · · · , tn}, di ∈ D (1)

where tn is the artist name of the top-n listened to song of
user i. D is the collection of all documents in the training
set. The TF*IDF representation is composed of the term
frequency (TF) and inverse document frequency (IDF).
TF indicates the importance of an artist for a particular
document, whereas IDF indicates the discriminative power

Low level 

Middle level 

Top level 

Content-based music classification Our approach

Timbre

Rhythm

…

Artist 

Mood 

Genre

Artist 

Gender

Age

…

Features

Music
metadata

…

User identity

Music
metadata

Semantic gap

Semantic gap

Figure 2. Comparison of our approach and content-based
music classification.

of an artist among documents. The TF*IDF can be
expressed as

tfidfi,n = tfi,n × log

(
|D|
dfn

)
(2)

where tfi,n is the frequency of tn in di, and dfn represents
the number of documents in which tn appears.

dfn = |{d : d ∈ D and tn ∈ d }| (3)

3.2 Latent Semantic Indexing

The TF*IDF representation scheme leads to high feature
dimensionality because the feature dimension is equal to
the number of artists. Therefore, LSI is generally applied
to transform data into a lower-dimensional semantic space.
Let W be the TF*IDF reorientation of D, where each
column represents document di. The LSI performs
singular value decomposition (SVD) as follows:

W ≈ UΣV T (4)

where U and V represent terms and documents in the
semantic space, respectively. Σ is a diagonal matrix
with corresponding singular values. Σ−1UT can be used
to transform new documents into the lower-dimensional
semantic space.

4. GSV FEATURE REPRESENTATION

This section introduces the proposed hotness features and
explains how to generate the GSV features based on
hotness features.

4.1 Hotness Feature Extraction

We assumed each artist tn may exude various degrees of
hotness to different genders and ages. For example, the
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count (the number of times) of Justin Bieber that occurs
in users’ top listened to songs of the training set was 845,
where 649 was from the female class and 196 was from
the male class. We could define the hotness of Justin
Bieber for females as 76.80% (649/845) and that for males
as 23.20% (196/845). Consequently, a user tends to be a
female if her top listened to songs related mostly to Justin
Bieber. Consequently, the age and gender characteristics of
a user can be obtained by computing the hotness features
of relevant artists.

Let D be divided into classes C according to users’
genders or ages:{

C1 ∪ C2 ∪ · · · ∪ Cp = D
C1 ∩ C2 ∩ · · · ∩ Cp = ∅ (5)

where p is the number of classes. Here, p is 2 for gender
identification and 51 (the range of age) for age estimation.
The hotness feature of each artist tn is defined as hn:

hn =


cn,1

α
cn,2

α
...

cn,p

α

 (6)

where cn,p is the count of artist tn inCp, and α is the count
of artist tn in all classes.

α =

p∑
l=1

cn,l (7)

Next, each document in (1) can be transformed to a
p × n matrix x, which describes the gender and age
characteristics of a user:

x = [h1, h2, · · · , hn] (8)

Because the form of x can be considered a bag-of-features,
the GSV can be applied directly.

4.2 GSV Feature Extraction

Figure 3 is a flowchart of the GSV feature extraction,
which can be divided into offline and online stages. At
the offline stage, the goal is to construct a UBM [10] to
represent the global hotness features, which are then used
as prior knowledge for each user at the online stage. First,
hotness features are extracted for all music metadata in
the training set. The UBM is then constructed through a
GMM estimated using the EM (expectation-maximization)
algorithm. Specifically, the UBM evaluates the likelihood
of a given feature vector x as follows:

f (x|θ) =
K∑
k=1

wkN (x|mk, rk) (9)

where θ = (w1, ..., wK ,m1, ...,mK , r1, ..., rK) is a set
of parameters, with wk denoting the mixture gain for
the kth mixture component, subject to the constraint∑K
k=1 wk = 1, and N (x|mk, rk) denoting the Gaussian

density function with a mean vector mk and a covariance

ML estimation

Training set 
(music metadata)

Offline

UBM

Hotness feature 
extraction 

Online

MAP adaptation

Hotness feature 
extraction 

A user in the 
training or test sets 
(music metadata)

1 2 km m m  

GSV

Figure 3. Flowchart of the GSV feature extraction.

matrix rk. This bag-of-features model is based on the
assumption that similar users have similar global artist
characteristics.

At the online stage, the MAP adaptation [6] is used to
produce an adapted GMM for a specific user. Specifically,
MAP attempts to determine the parameter θ in the
parameter space Θ that maximizes the posterior probability
given the training data x and hyperparameter ω, as follows:

θMAP = arg max
θ

f (x|θ) g (θ|ω) (10)

where f (x|θ) is the probability density function (PDF) for
the observed data x given the parameter θ, and g (θ|ω) is
the prior PDF given the hyperparameter ω.

Finally, for each user, the mean vectors of the adapted
GMM are stacked to form a new feature vector called
GSV. Because the adapted GMM is obtained using MAP
adaptation over the UBM, it is generally more robust
than directly modeling the feature vectors by using GMM
without any prior knowledge.

5. EXPERIMENTAL RESULTS

This section describes data collection, experimental
settings, and experimental results.

5.1 Data Collection

The Last.fm API was applied for data set collection,
because it allows anyone to access data including albums,
tracks, users, events, and tags. First, we collected
user IDs through the User.getFriends function. Second,
the User.getInfo function was applied to each user for
obtaining their age and gender information. Finally, the
User.getTopTracks function was applied to acquire at most
top-50 tracks listened to by a user. The track information
included song titles and artist names, but only artist names
were used for feature extraction in this preliminary study.

The final collected data set included 96807 users, in
which each user had at least 40 top tracks as well as
complete gender and age information. According to the
users’ country codes, they were from 211 countries (or
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Figure 4. Ratio of countries of the collected data set.
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Figure 5. Gender ratio of the collected data set.

regions such as Hong Kong). The ratio of countries
is shown in Figure 4. The majority were Western
countries. The gender ratio is shown in Figure 5, in which
approximately one-third of users (33.79%) were female
and two-thirds (66.21%) were male. The age distribution
of users is shown in Figure 6. The distribution was a
skewed normal distribution and most users were young
people.

Figure 7 shows the count of each artist that occurred
in the users’ top listened songs. Among 133938 unique
artists in the data set, the ranking of popularity presents a
pow-law distribution. This demonstrates that a few artists
dominate the top listened songs. Although the majority of
artists are not popular for all users, this does not indicate
that they are unimportant, because their hotness could be
discriminative over ages and gender.

5.2 Experimental Settings

The data set was equally divided into two subsets, the
training (48404) and test (48403) sets. An open source tool
of Python, Gensim, was applied for the TF*IDF and LSI
implementation. followed the default setting of Gensim
that maintained 200 latent dimensions for the TF*IDF. A
support vector machine (SVM) tool, LIBSVM [4], was
applied as the classifier. The SVM extension, support
vector regression (SVR) was applied as the regressor,
which has been observed in many cases to be superior
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Figure 6. Age distribution of the collected data set.
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Figure 7. Count of artists of users’ top listened songs.
Ranking of popularity presents a pow-law distribution.

to existing regression approaches. The RBF kernel with
γ = 8 was applied to the SVM and SVR. For the
UBM parameters, two Gaussian mixture components were
experimentally applied (similar results can be obtained
when using a different number of mixture components).
Consequently, the numbers of dimensions of GSV features
for gender identification and age estimation were 4 (2×2)
and 102 (2×51), respectively.

5.3 Gender Identification

The accuracy was 78.87% and 78.21% for GSV and
TF*IDF + LSI features, respectively. This indicates that
both features are adequate for such a task. Despite
the low dimensionality of GSV (4), it was superior to
the high dimensionality of TF*IDF + LSI (200). This
indicates the effectiveness of GSV use and the proposed
hotness features. Figures 8 and 9 respectively show
the confusion matrix of using GSV and TF*IDF + LSI
features. Both features yielded higher accuracies for
the male class than for the female class. A possible
explanation is that a portion of the females’ were similar to
the males’. The classifier tended to favor the majority class
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(male), resulting in many female instances with incorrect
predictions. The age difference can also be regarded for
further analysis. Figure 10 shows the gender identification
results of two features over various ages. Both features
tended to have lower accuracies between the ages of 25 and
40 years, implying that a user whose age is between 25 and
40 years seems to have more blurred gender boundaries
than do users below 25 years and above 40 years.

5.4 Age Estimation

Table 1 shows the performance comparison for age
estimation. The mean absolute error (MAE) was applied
as the performance index. The range of the predicted ages
of the SVR is between 15 and 65 years. The experimental
results show that the MAE is 3.69 and 4.25 years for GSV
and TF*IDF + LSI, respectively. The GSV describes the
age characteristics of a user and utilizes prior knowledge
from the UBM; therefore, the GSV features are superior to

86.40%
(27690)

13.60%
(4358)

35.89%
(5870)

64.11%
(10485)

Male

Female

M
al
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F
em

al
e

Accuracy 78.87%

Figure 8. Confusion matrix of gender identification by
using GSV features.
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50.90%
(8325)

Male

Female

M
al
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F
em

al
e

Accuracy 78.21%

Figure 9. Confusion matrix of gender identification by
using TF*IDF + LSI features.

Method MAE MAE (male) MAE (female)
GSV 3.69 4.31 2.48
TF*IDF+LSI 4.25 4.86 3.05

Table 1. Performance comparison for age estimation.

those of the TF*IDF + LSI.
For further analysis, gender difference was also

considered. Notably, the MAE of females is less than
that of males for both GSV and TF*IDF + LSI features.
In particular, the MAE differences between males and
females are approximately 1.8 for both features, implying
that females have more distinct age divisions than males
do.

6. CONCLUSION AND FUTURE WORK

This study confirmed the possibility of predicting users’
age and gender based on music metadata. Three of the
findings are summarized as follows.

• GSV features are superior to those of TF*IDF +
LSI for both gender identification and age estimation
tasks.

• Males tend to exhibit higher accuracy than females
do in gender identification, whereas females are
more predictable than males in age estimation.

• The experimental results indicate that gender
identification is influenced by age, and vice versa.
This suggests that an implicit relationship may exist
between them.

Future work could include utilizing the proposed
approach to improve music recommendation systems. We
will also explore the possibility of recognizing deeper
social aspects of user identities, such as occupation and
education level.
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Figure 10. Gender identification results for various ages.
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