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ABSTRACT 

Current melody extraction approaches perform poorly on 

the genre of opera [1, 2]. The singer’s formant is defined 

as a prominent spectral-envelope peak around 3 kHz 

found in the singing of professional Western opera sing-

ers [3]. In this paper we introduce a novel melody extrac-

tion algorithm based on this feature for opera signals. At 

the front end, it automatically detects the singer’s formant 

according to the Long-Term Average Spectrum (LTAS). 

This detection function is also applied to the short-term 

spectrum in each frame to determine the melody. The Fan 

Chirp Transform (FChT) [4] is used to compute pitch sa-

lience as its high time-frequency resolution overcomes 

the difficulties introduced by vibrato. Subharmonic atten-

uation is adopted to handle octave errors which are com-

mon in opera vocals. We improve the FChT algorithm so 

that it is capable of correcting outliers in pitch detection. 

The performance of our method is compared to 5 state-of-

the-art melody extraction algorithms on a newly created 

dataset and parts of the ADC2004 dataset. Our algorithm 

achieves an accuracy of 87.5% in singer’s formant detec-

tion. In the evaluation of melody extraction, it has the 

best performance in voicing detection (91.6%), voicing 

false alarm (5.3%) and overall accuracy (82.3%). 

1. INTRODUCTION 

Singing voice can be considered to carry the main melody 

in Western opera. Melody extraction from a polyphonic 

signal including singing voice requires both of the fol-

lowing: estimation of the correct pitch of singing voice in 

each time frame and voicing detection to determine when 

the singing voice is present or not. 

The singer’s (or singing) formant was first introduced 

by Johan Sundberg [3] and described as a clustering of 

the third, fourth, and fifth formants to form a prominent 

spectral-envelope peak around 3 kHz. It is purportedly 

generated by widening the pharynx and lowering the lar-

ynx. The existence of a singer’s formant has been con-

firmed in the singing voices of classically trained male 

Western opera singers and some female singers, but it has 

not yet been found in soprano singers [5] or Chinese 

opera singers [6]. It has been proposed that singers devel-

op the singer’s formant in order to be heard above the or-

chestra. In Western opera, orchestral instruments typical-

ly occupy the same frequency range as the singers. There-

fore singers train their vocal equipment in order to raise 

the amplitude of frequencies at this range. 

The LTAS is the average of all short-term spectra in a 

signal, has been shown to be an excellent tool to observe 

the singer’s formant [7] as can be seen in Figure 1. Char-

acteristics of the singer’s formant in the spectral domain 

include a peak greater than 20 dB below the overall 

sound pressure level, a peak-location at 2.5-3.2 kHz, and 

a bandwidth of around 500-800 Hz [5, 7]. However, to 

date, there has been no method developed to automatical-

ly detect the presence of a singer’s formant or to quantify 

its characteristics. 

 

Figure 1. Normalized LTAS for 5 audio excerpts from 

the ADC2004 test collection [1]. 

1.1 Related Work 

In 2004, the Music Technology Group of the Universitat 

Pompeu Fabra organized a melody extraction contest pre-

sented at the International Society for Music Information 

Retrieval Conference. The Music Information Retrieval 

Evaluation eXchange (MIREX) was set up in 2005 and 

audio melody extraction has been a highly competitive 

field ever since. Currently, over 60 algorithms have been 

 © Zheng Tang, Dawn A. A. Black. 
Licensed under a Creative Commons Attribution 4.0 International 

License (CC BY 4.0). Attribution: Zheng Tang, Dawn A. A. Black. 

“Melody Extraction From Polyphonic Audio Of Western Opera: A 

Method Based On Detection Of The Singer’s Formant”, 15th 

International Society for Music Information Retrieval Conference, 2014. 

15th International Society for Music Information Retrieval Conference (ISMIR 2014)

161



  

 

submitted and evaluated. So far, none of the approaches 

consider the presence of the singer’s formant. 

The majority of algorithms presented at MIREX are 

salience based [2]. These assume that the fundamental 

frequency of the melody is equivalent to the most salient 

pitch value in each frame. The Short-Time Fourier Trans-

form (STFT) is often chosen to compute pitch salience [7, 

8]. In 2008, Pablo Cancela proposed the Fan Chirp Trans-

form (FChT) method, combined with Constant Q Trans-

form (CQT) in music processing. The FChT is a time-

warped version of the Fourier Transform that provides 

better time-frequency resolution [4, 9]. Although the 

STFT provides adequate resolution in the majority of 

cases, it fails to generate a satisfying outcome when deal-

ing with Western opera signals. This is because opera 

typically exhibits complex spectral characteristics due to 

vocal ornamentations such as vibrato [1]. Vibrato is a 

regular fluctuation of singing pitch produced by singers. 

This increases the difficulty in tracking the melody. With 

better resolution, the fast change of pitch salience can be 

better observed and tracked by using FChT. 

It has been proposed that the singer’s formant may 

cause octave errors [2]. The presence of a spectral peak 

(the singer’s formant) at a higher frequency may cause 

the fundamental frequency to be confused with the fre-

quency at the centre of the singer’s formant. To address 

this, Cancela developed a method called ‘subharmonic 

attenuation’ that can minimize the negative effects of 

ghost pitch values at the multiple and submultiple peaks 

of a certain fundamental frequency [2, 9]. 

Voicing detection typically receives much less atten-

tion than pitch detection, to the extent that some previous 

melody extraction algorithms did not contain this proce-

dure [10]. The most common approach is to set an energy 

threshold, which might be fixed or dynamic [9]. However, 

this technique is too simplistic since the loudness of mu-

sical accompaniment in Western opera may fluctuate 

considerably. It is therefore impossible to define an ap-

propriate threshold. An alternative technique is to use a 

trained classifier based on a Hidden Markov Model 

(HMM) [11] but it is time-consuming to create a large 

dataset for training and there are always exceptions be-

yond the scope of the training set. In 2009, Regnier and 

Peeters proposed a voicing detection algorithm based on 

extraction of vocal vibrato [12], but has not been applied 

to melody extraction. In general, the high rate of false 

positives when detecting voiced frames limits the overall 

accuracy of melody extraction algorithms and a reduction 

of this is beneficial [2, 13].  

This paper is organized as follows. In Section 2, we 

describe the design and implementation of our proposed 

algorithm for melody extraction. Starting with a general 

workflow of the system, the function and novelty of each 

component is explained in detail. Section 3 explains the 

evaluation process and presents a comparison of existing 

algorithms. The creation of the new dataset is also pre-

sented in this section. Finally, we draw conclusions from 

the results and give suggestions for future work. 

2. DESCRIPTION OF THE ALGORITHM 

2.1 General Workflow 

Figure 2 shows an overview of our system. In order to ex-

tract the pitch of singing voice from polyphonic audio, 

we must first determine whether the audio contains sing-

ing voice. The presence of a singer’s formant would indi-

cate the presence of a classically trained singer. The 

LTAS is used to determine whether a singer’s formant 

exists in the audio, and hence determines whether our 

method can be applied. 

 

Figure 2. System overview. 

Once the presence of a singer is confirmed the spec-

trum is analysed on a frame-by-frame basis. Two deci-

sions are made for each frame: firstly, does the frame 

contain singing and hence a salient pitch? Secondly, what 

is the salient pitch of that frame? 

We examine the spectral content of each frame to es-

tablish the presence of a singer’s formant in that frame. If 

present, that frame is designated ‘voiced’ and assumed to 

contain melody carried by the singer’s pitch. 

Each frame is also transformed to the frequency do-

main using the FChT and further processed by subhar-

monic attenuation to obtain the pitch. 
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2.2 Singer’s Formant Detection and Voicing Detec-

tion 

Based on the characteristics of the singer’s formant (see 

Section 1) we introduce a novel algorithm to automatical-

ly detect the presence of a singer’s formant (and hence 

the presence of a classically trained singer). Using Mon-

son’s method to compute the LTAS of the input audio 

signal [14] the presence of a singer’s formant would be 

confirmed if the LTAS exhibited the following properties: 

1. There exists a spectral peak which has an amplitude 

greater than 20 dB less than the overall sound pres-

sure level. 

2. The peak is located between 2.5 and 3.2 kHz. 

3. The peak has a bandwidth of around 500-800 Hz. 

However, these properties were observed through 

analysis of singing voice in the absence of musical ac-

companiment [7]. When analysing singing with accom-

paniment, these criteria had to be modified in the follow-

ing ways: the amplitude threshold of the spectral peak 

was found to be lower than the theoretical value and thus 

the first criteria becomes: 

1. The spectral peak has an amplitude greater than 30 

dB less than the overall sound pressure level. 

The LTAS exhibited irregular fluctuations that made 

accurate identification of the singer’s formant peak prob-

lematic. We therefore smoothed the LTAS (20 point aver-

age) and used polynomial fitting of degree 30. This 

smoothing and polynomial fitting will shift the location 

of the spectral peak and hence the range of the peak must 

be expanded. The second criteria is therefore modified to: 

2. The peak is located between 2.2 and 3.4 kHz. 

Similarly, we observe that the polynomial bandwidth 

may be slightly different from the LTAS curve. Therefore 

the bandwidth of the singer’s formant is set to be larger 

than the original value: 

3. The peak has a bandwidth larger than 600 Hz. 

We must then add another criteria to ensure the signif-

icance of the peak. In order to measure the significance, 

we employed the first-order and second-order derivatives 

of the LTAS to measure the LTAS curvature and, from 

empirical evidence, designate significance to be a peak 

with a curvature greater than 0.01: 

4. The curvature exceeds 0.01 at the location of the 

spectral peak. 

In order to illustrate the criteria, we present the follow-

ing figures. Figure 3 shows the fitting polynomials of 

smoothed LTAS for 5 samples from the MIREX 

ADC2004 test collection [1]. The singer’s formant can be 

clearly observed for the male opera samples. Presented in 

Figure 4 is the second-order derivative of LTAS. This is 

negative when the curve is convex and hence can be used 

to determine the formant bandwidth. Our constraint that 

the bandwidth be at least 600 Hz is illustrated. In Figure 5, 

we show that the constraint on curvature can ensure the 

degree of convexity of the curve. It is clear from all plots 

that the opera signals sung by male singers contain the 

singer’s formant but others do not. 

 

Figure 3. The fitting polynomials of smoothed LTAS 

for 5 audio excerpts from ADC2004 [1]. 

 

Figure 4. The second-order derivatives of LTAS for 5 

audio excerpts from ADC2004 [1]. 

 

Figure 5. The curvatures of LTAS for 5 audio excerpts 

from ADC2004 [1]. 
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If the LTAS satisfies all four criteria the audio is pre-

sumed to contain a trained singer. Use of the same criteria 

to analyse the spectrum of a single audio frame can indi-

cate whether the frame is voiced (contains singing) or not. 

For a single frame, only the second and third criteria are 

applied, as the other two criteria are more influenced by 

observed amplitude variations in individual short-term 

spectra. The output of this stage is a two-value sequence 

whose length is the number of frames, with ‘1’ indicating 

a voiced frame and ‘-1’ unvoiced. Subsequently, when 

considering points of discontinuity causing false detec-

tions, single values within a sequence are removed. 

2.3 Pitch Detection 

If a frame is classified as voiced it can be expected to 

contain a clearly defined pitch. Vibrato in singing can 

cause pitch ambiguity. We therefore adopt Cancela’s 

method to perform FChT since it exhibits optimal time-

frequency resolution. This chirp-based transform is based 

on an FFT performed in a warped time domain. It is 

combined with CQT in order to guarantee high resolution 

even when the fan chirp rate is not ideal. More details can 

be found in [4] and [9].  

In Western opera the singer’s formant will cause peaks 

at frequencies higher than the fundamental [2]. The algo-

rithm from Cancela provides subharmonic attenuation - 

an effective solution to this problem. It will suppress mul-

tiple and submultiple pitch peaks of the fundamental fre-

quency. Then, we can perform salience computation to 

detect the pitch in each frame.  

In the outlier correction stage, to improve Cancela’s 

method, we compute two additional peaks per frame as 

candidate substitutes for the wrong pitch. Firstly, the 

most salient pitch peaks are compared with those from 

adjacent frames. If a difference of more than 2 semitones 

occurs on both sides, the estimated pitch in this frame is 

considered as a wrong detection. In this case we substi-

tute the pitch for this frame with the pitch among the 

three candidates which is closest to the average of the two 

adjacent estimations. Due to subharmonic attenuation, the 

influence of the subharmonics of the top peak is reduced 

when calculating the other pitch candidates. 

Our method is novel to Cancela’s in the following 

ways: (1) The algorithm designed by Cancela extracts 

multiple salient peaks simultaneously and these are 

viewed as separate melodies. We introduce the correction 

block so that the less salient peaks are taken as substitutes 

of wrong pitch detection in a single estimation of melody. 

(2) We improve the voicing detection by considering the 

singer’s formant. (3) Cancela’s method is not specifically 

designed for opera items and its potential for dealing with 

vibrato and other spectrum characteristics has not been 

explored. 

Finally, the estimated pitch sequence is multiplied by 

the two-value voicing detection sequence. The output of 

our algorithm follows the standard format of MIREX and 

records the time-stamp and estimated frequency of each 

frame. 

3. EVALUATION 

3.1 The Dataset 

The dataset we used for evaluation is a combination of 

the ADC2004 test collection and our own dataset
1
. De-

tails of the dataset can be found in Table 1. 

Among the existing test collections in MIREX, only 

ADC2004 contains 2 excerpts in the genre of Western 

opera. In order to evaluate the performance of melody ex-

traction algorithms upon sufficient amount of opera sam-

ples for meaningful comparison, we created a new dataset. 

Nine students from the Central Academy of Drama in 

Beijing were recorded. All had received more than 5 

years of classical voice training except for an amateur 

Western opera male singer. Their singing voices were 

recorded in a practice room, about 10×5×5 m with mod-

erate reverberation. The equipment included a Sony 

PCM-D50 recorder and an AKG C5 microphone. The ac-

companiments played by orchestra were recorded sepa-

rately. All the signals were digitized at a sample rate of 

44.1 kHz with bit depth 16. We normalized the maximum 

amplitude of the singing voices to be -1.25 dB. The sig-

nal-to-accompaniment ratio is set to 0 dB. The ground 

truth for melody extraction was generated by a mono-

phonic pitch tracker in SMSTools with manual adjust-

ment [2] using the vocal track only. The frame size was 

2048 samples with a step size of 256 samples. 

We conducted two evaluations based on this combined 

dataset. The test set for melody extraction consists of 18 

excerpts of 15s-25s duration sung by classically trained 

Western opera tenors. For the evaluation of singer’s for-

mant detection, we will compare them with 14 excerpts 

sung by trained Western opera sopranos, trained Peking 

opera singers, pop singers, and a single unprofessional 

Western opera male singer. 

 
Test set Singing type No. of 

songs 
Expectation/ 
detection of  

singer’s formant 

ADC2004 Tenor, Western 2 Yes/ Yes 

Soprano, Western 2 No/ No 

Popular music 4 No/ No 

The  

dataset  

recorded at the  
Central  

Academy of 

Drama 

Tenor, Western 16 Yes/ Yes 

Soprano, Western 2 No/ Yes 

Amateur, Western 2 No/ Yes 

Laosheng, Peking 2 No/ No 

Qingyi, Peking 2 No/ No 

Table 1. Test dataset for the evaluations of melody extraction 

and singer’s formant detection. 

 

                                                           
1This database is available for download under a creative commons li-
cense at http://c4dm.eecs.qmul.ac.uk/rdr/ all usage should cite this paper. 
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3.2 Melody Extraction Comparison 

Of the many melody extraction algorithms submitted to 

MIREX, few are freely available. We present five algo-

rithms for comparison. We were limited in our choice by 

availability, but the methods are representative of the ma-

jority of algorithms submitted to MIREX in that they 

cover common approaches and best performance. Each 

method is briefly introduced next. 

Cancela’s algorithm was submitted in 2008 [9]. He 

used FChT combined with CQT to estimate the pitch in 

each time frame. Voicing detection is conducted through 

the calculation of an adaptive threshold, but this proce-

dure is not included in the open-source code provided 

online. For the purposes of comparison, we added a 

common voicing detection function utilizing an adaptive 

energy threshold as described in [9]. 

Salamon’s algorithm was introduced in 2011 [8]. It has 

been developed into a melody extraction vamp plug-in: 

MELODIA. This algorithm achieved the best score in 

MIREX 2011. It applies contour tracking to the salience 

function calculated by STFT to remove all the contours 

except for the melody. The voicing detection step is car-

ried out by removing the contours that are not salient. 

The algorithm developed by Sutton in 2006 [11] inno-

vatively combines two pitch detectors based on the fea-

tures of singing voice including pitch instability and high-

frequency dominance. A modified HMM processes the 

estimated melodies and determines the voicing. 

The final two algorithms were both proposed by Vin-

cent in 2005 [10]. One makes use of a Bayesian harmonic 

model to estimate the melody, and the other is achieved 

via loudness-weighted YIN method. Vincent assumed 

that the melody was continuous throughout the audio, and 

voicing detection was not included in his algorithm. 

3.3 Results 

The evaluation results of singer’s formant detection can 

be found in Table 1. Among the 32 audio files in the da-

taset, the assumption is that only the 18 excerpts sung by 

Western opera tenors possess the singer’s formant, while 

the others do not. The results show that 28 of the files 

(87.5%) meet our expectation. The singer’s formant is 

also detected in the excerpts of the Western opera ama-

teur and sopranos in our dataset. The amateur singer is 

from the Acting Department at the Central Academy of 

Drama (Beijing) and declares that he has not received any 

formal training in opera. However he used to take courses 

in vocal music due to a requirement of the school. Thus, 

there is a possibility that the presence of singer’s formant 

only requires a short period of training. Although sources 

state that there is no singer’s formant present in soprano 

singing [5, 7], the mean pitch of the two excerpts in our 

dataset is at the low end of the range for sopranos (550.43 

Hz). The presence of a singer’s formant is pitch related. 

The higher the pitch, the less likely a singer’s formant is 

present. A precise study of this relationship is a topic for 

future work. 

Table 2 shows the melody extraction results of the 6 

algorithms. Voicing detection measures the probability of 

correct detection of voiced frames, while voicing false 

alarm is the probability of incorrect detection of unvoiced 

frames. Raw pitch accuracy and raw chroma accuracy 

both measure the accuracy of pitch detection, with the 

latter ignoring octave errors. The overall accuracy is the 

proportion of frames labeled with correct pitch and voic-

ing. Since Vincent’s algorithms did not perform voicing 

detection, their voicing metrics and overall accuracy are 

inapplicable. 

 
First author/ 

completion 

year 

Voicing 

detec-

tion 

Voicing 

false 

alarm 

Raw 

pitch  

accuracy 

Raw 

chroma 

accuracy 

Overall 

accuracy 

Vincent 

(Bayes)/ 

2005 

N/A N/A 64.8% 68.6% N/A 

Vincent 

(YIN)/ 

2005 

N/A N/A 69.5% 72.2% N/A 

Sutton/ 

2006 

89.3% 51.9% 87.0% 87.6% 76.9% 

Cancela/ 

20081 

72.6% 39.3% 83.9% 84.8% 62.4% 

Salamon/ 

2011 

62.3% 21.8% 25.4% 30.1% 31.3% 

Our method 91.6% 5.3% 84.3% 85.1% 82.3% 

Table 2. Results of the audio melody extraction evalua-

tion. 

Our algorithm ranks highest in overall accuracy. We 

also achieve the highest voicing detection rate as 91.6% 

and the lowest voicing false alarm rate as 5.3%, which 

proves that voicing detection based on the singer’s for-

mant is extremely effective for male Western opera. The 

improvement in raw pitch accuracy by outlier correction 

when compared to Cancela’s method is not large. This 

allows us to hypothesise that the melody in Western 

opera may be so prominent that the influence of any ac-

companiment can be disregarded. 

Sutton’s method also has excellent performance on our 

dataset. That success might be attributed to his similar 

focus on the characteristics of singing voice. He also 

makes use of the vibrato feature to estimate the pitch of 

melody. Due to the application of a high-frequency corre-

logram, Sutton’s algorithm may indirectly benefit from 

the presence of a singer’s formant. However, the method 

we propose for voicing detection is much more conven-

ient than the use of an HMM. Moreover, Sutton’s algo-

rithm exhibits a much higher voicing false alarm rate. 

The poor performance of Salamon’s algorithm on our 

dataset can be explained by the fact that it fails to esti-

mate the pitch in detected unvoiced frames accurately. 

We also evaluated the 4 audio files that contradicted 

our expectation in singer’s formant detection (two West-

                                                           
1The voicing detection part of this algorithm is implemented by us and 
cannot represent the original design of the author. 
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ern soprano singers and one amateur male Western opera 

singer). The performance of our algorithm declines sig-

nificantly with a voicing detection rate of 53.1% and an 

overall accuracy of 53.7%. This may be due to the fact 

that the singer’s formant, although present, is not as pro-

nounced or stable as the Western opera tenor’s. 

4. CONCLUSION AND FURTHER WORK 

In this paper, we have presented a novel melody extrac-

tion algorithm based on the detection of singer’s formant. 

This detection relies on 4 criteria modified from previ-

ously proposed characteristics of the singer’s formant. 

The pitch detection step of our algorithm is achieved us-

ing FChT and subharmonic attenuation to overcome the 

known difficulties when detecting the melody in opera. 

We also improved the algorithm so it is capable of re-

moving outliers in pitch detection. 

From the evaluation results, it can be seen that our al-

gorithm can detect the singer’s formant accurately. Melo-

dy extraction evaluation on our dataset confirms that our 

algorithm provides a clear improvement in voicing detec-

tion. Furthermore, its overall accuracy is comparable to 

state-of-the-art methods when dealing with Western 

opera signals. 

In the future, we plan to study the performance of this 

algorithm on signals in other genres and expand its scope 

of application. Additionally, the possible effects of per-

forming environments and accompaniment music to the 

usage of singer’s formant will also be explored. 
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