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ABSTRACT

Digitizing early music sources requires new ways of deal-
ing with musical documents. Assuming that current tech-
nologies cannot guarantee a perfect automatic transcrip-
tion, our intention is to develop an interactive system in
which user and software collaborate to complete the task.
Since conventional score post-editing might be tedious, the
user is allowed to interact using an electronic pen. Al-
though this provides a more ergonomic interface, this in-
teraction must be decoded as well. In our framework, the
user traces the symbols using the electronic pen over a
digital surface, which provides both the underlying image
(offline data) and the drawing made by the e-pen (online
data) to improve classification. Applying this methodol-
ogy over 70 scores of the target musical archive, a dataset
of 10 230 bimodal samples of 30 different symbols was
obtained and made available for research purposes. This
paper presents experimental results on classification over
this dataset, in which symbols are recognized by combin-
ing the two modalities. This combination of modes has
demonstrated its good performance, decreasing the error
rate of using each modality separately and achieving an al-
most error-free performance.

1. INTRODUCTION

Music constitutes one of the main tools for cultural trans-
mission. That is why musical documents have been pre-
served over the centuries, scattered through cathedrals,
museums, or historical archives. In an effort to prevent
their deterioration, access to these sources is not always
possible. This implies that an important part of this histor-
ical heritage remains inaccessible for musicological study.
Occasionally, these documents are transcribed to a digi-
tal format for easier access, distribution and study, without
compromising their integrity.

On the other hand, it is important to point out that the
massive digitization of music documents also opens seve-
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ral opportunities to apply Music Information Retrieval al-
gorithms, which may be of great interest. Since the manual
transcription of these sources is a long, tedious task, the de-
velopment of automatic transcription systems for early mu-
sic documents is gaining importance in the last few years.

Optical Music Recognition (OMR) is a field devoted to
providing computers the ability to extract the musical con-
tent of a score from the optical scanning of its source. The
output of an OMR system is the music score encoded in
some structured digital format such as MusicXML, MIDI
or MEI. Typically, the transcription of early music docu-
ments is treated differently with respect to conventional
OMR methods due to specific features (for instance, the
different notation or the quality of the document). Al-
though there exist several works focused on early music
documents transcription [9,10], the specificity of each type
of notation or writing makes it difficult to generalize these
developments. This is especially detrimental to the evo-
lution of the field because it is necessary to implement
new processing techniques for each type of archive. Even
worse, new labelled data are also needed to develop tech-
niques for automatic recognition, which might imply a sig-
nificant cost.

Notwithstanding the efforts devoted to improving these
systems, their performance is far from being optimal [12].
In fact, assuming that a totally accurate automatic tran-
scription is not possible, and might never be, user-centred
recognition is becoming an emergent framework. Instead
of a fully-automatized process, computer-aided systems
are being considered, with which the user collaborates ac-
tively to complete the recognition task [16].

The goal of this kind of systems is to facilitate the task
for the user, since it is considered the most valuable re-
source [2]. In the case of the transcription of early mu-
sic documents, the potential user is the expert musicologist
who understands the meaning of any nuance that appears
in the score. However, very often these users find the use
of a pen more natural and comfortable than keyboard entry
or drag-and-drop actions with the mouse. Using a tablet
device and e-pen, it is possible to develop an ergonomic
interface to receive feedback from users’ drawings. This
is specially true for score post-edition where the user, in-
stead of sequentially inputting symbols has to correct some
of them, and for that, direct manipulation is the preferred
interaction style.
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Such an interface could be used to amend errors made
by the system in a simpler way for the user, as has been
proposed for automatic text recognition [1]. However,
there are studies showing that, when the task is too com-
plex, users prefer to complete the task by themselves
because the human-machine interaction is not friendly
enough [14]. Therefore, this interface could also be used
to develop a manual transcription system that would be
more convenient and intuitive than conventional score ed-
itors. Moreover, this transcription system might be useful
in early stages of an OMR development, as it could be used
to acquire training data more efficiently and ergonomically,
which is specially interesting for old music notations.

Unfortunately, although the user is provided with a
more friendly interface to interact with the system, the
feedback input is not deterministic this way. Unlike the
keyboard or mouse entry, for which it is clear what the
user is inputting, the pen-based interaction has to be de-
coded and this process might have errors.

For all the reasons above, this article presents our re-
search on the capabilities of musical notation recognition
with a system whose input is a pen-based interface. To
this end, we shall assume a framework in which the user
traces symbols on the score, regardless of the purpose of
this interaction (OMR error correction, digitizing the con-
tent, acquire labelled data, etc.). As a result, the system
receives a multimodal signal: on one hand, the sequence
of points that indicates the path followed by the e-pen on
the digital surface —usually referred to as online modal-
ity; on the other hand, the piece of image below the drawn,
which contains the original traced symbol —offline mode.
One of the main hypothesis of this study is that the combi-
nation of both modalities leads to better results than using
just either the pen data or the symbol image.

The rest of the paper is structured as follows: Section 2
introduces the corpora collected and utilized, which com-
prises data of Spanish early music written in White Men-
sural notation; Section 3 describes a multimodal classi-
fier that exploits both offline and online data; Section 4
presents the results obtained with such classifier; and Sec-
tion 5 concludes the present work.

2. MULTIMODAL DATA COLLECTION

This work is a first seed of a case study to digitize a his-
torical musical archive of early Spanish music. The final
objective of the whole project is to encode the musical con-
tent of a huge archive of manuscripts dated between 16th
and 18th centuries, handwritten in mensural notation, in
the variant of the Spanish notation at that time [5]. A short
sample of a piece from this kind of document is illustrated
in Figure 1.

This section describes the process developed to collect
multimodal data of isolated musical symbol from images
of scores. A massive collection of data will allow us to
develop a more effective classification system and to go
deeper into the analysis of this kind of interaction. Let
us note that the important point in our interactive system
is to better understand user actions. While a machine is

Figure 1. Example of page of a music book writ-
ten in handwritten white mensural notation from Spanish
manuscripts of centuries 16th to 18th.

assumed to make some mistakes, it is unacceptable to force
the user to draw the same symbol of score many times. To
this end, our intention is to exploit both offline data (image)
and online data (e-pen user tracing) received.

Our idea is to simulate the same scenario of a real appli-
cation. Therefore, we loaded the images of the scores on
a digital surface to make users trace the symbols using the
electronic pen. The natural symbol isolation of this kind
of input is the set of strokes —data collected between pen-
down and pen-up actions. To allow tracing symbols with
several strokes, a fixed elapsed time is used to detect when
a symbol has been completed. If a new stroke starts be-
fore this time lapse, it is considered to belong to the same
symbol than the previous one.

Once online data is collected and manually grouped into
symbol classes, the offline data is also extracted from this
information. A bounding box is obtained from each group
of strokes belonging to the same symbol, storing the maxi-
mum and minimum values of each coordinate (plus a small
margin) among all the trace points collected. This bound-
ing box indicates where the traced symbol can be found in
the image. Therefore, with the sole effort of the tracing
process, both online and offline data are collected. Note
that the extraction of the offline data is driven by the tracing
process, instead of deciding at every moment the bounds of
each symbol.

Figure 2 illustrates the process explained above for a
single symbol. Although the online data is drawn in this
example, the actual information stored is the sequence of
2D points in the same order they were collected, indicating

510 Proceedings of the 17th ISMIR Conference, New York City, USA, August 7-11, 2016



(a) Tracing process

(b) Offline data (c) Online data

Figure 2. Example of extraction of a minima. Above, the
sequence of points collected by the e-pen. The box repre-
sents the bounding box of the sequence. Below, the multi-
modal data extracted from the same sample.

the path followed by the e-pen.
Following this approach, several advantages are found:

the final effort of collecting multimodal data is halved,
since the online data collection simultaneously provides
the offline data collection; the collected data mimics the
scenario that might be found in the final application, when
the user interacts with the machine; and the process be-
comes more user-friendly, which usually leads to a lower
number of errors.

The collection was extracted by five different users from
70 different musical scores of different styles from the
Spanish white mensural notation of 16th-18th centuries.
The Samsung Galaxy Note Pro 12.2 device (247 ppi res-
olution) was used and symbols were written by means of
the stylus S-Pen. All the score images used are in the same
scale, in which staff lines spacing is about 24 DP. 1 Due to
the irregular conditions of the documents, this value is ap-
proximate but it can be used for normalizing with respect
to other scores.

The obtained dataset consists of 10230 samples, each
of which contains both a piece of image and the strokes
followed during its tracing. These samples are spread over
30 classes. Table 1 lists the set of labels, including a ty-
pographic example and the number of samples per each.
The number of symbols of each class is not balanced but it
depicts the same distribution found in the documents.

Every symbol that must be differentiated for preser-
vation purposes was considered as a different class. For

1 DP stands for device independent pixels in (Android) mobile appli-
cation development

Label Image Count

barline 46

brevis 210

coloured brevis 28

brevis rest 171

c-clef 169

common time 29

cut time 56

dot 817

double barline 73

custos 285

f-clef 1 52

f-clef 2 43

fermata 75

flat 274

g-clef 174

beam 85

longa 30

longa rest 211

minima 2695

coloured minima 1578

minima rest 427

proportio minor 28

semibrevis 1109

coloured semibrevis 262

semibrevis rest 246

semiminima 328

coloured semiminima 403

semiminima rest 131

sharp 170

proportio maior 25

Table 1. Details of the dataset obtained through the tracing
process over 70 scores (images from ‘Capitán’ font).
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instance, there are two f-clef types because the graphical
symbol is quite different despite having the same musical
meaning. However, the orientation of the symbols does not
make a different class since the same graphical representa-
tion with a vertical inversion can be found. In the case it
was needed, the orientation could be obtained through an
easy post-processing step.

We are making the dataset freely available at
http://grfia.dlsi.ua.es/, where more informa-
tion about the acquisition and representation of the data is
detailed.

3. MULTIMODAL CLASSIFICATION

This section provides a classification experiment over the
data described previously. Two independent classifiers are
proposed that exploit each of the modalities presented by
the data. Eventually, a late-fusion classifier that combines
the two previous ones will be considered.

Taking into account the features of our case of study,
an instance-based classifier was considered. Specifically,
the Nearest Neighbour (NN) rule was used, as it is one of
the most common and effective algorithms of this kind [3].
The choice is justified by the fact that it is specially suitable
for interactive scenarios like the one found in our task: it
is naturally adaptive, as the simple addition of new pro-
totypes to the training set is sufficient (no retraining is
needed) for incremental learning from user feedback. The
size of the dataset can be controlled by distance-based data
reduction algorithms [7] and its computation time can be
improved by using fast similarity search techniques [17].

Decisions given by NN classifiers can be mapped onto
probabilities, which are needed for the late fusion classi-
fiers. Let X be the input space, in which a pairwise dis-
tance d : X × X → R is defined. Let Y be the set of
labels considered in the classification task. Finally, let T
denote the training set of labelled samples {(xi, yi) : xi ∈
X , yi ∈ Y}|T |

i=1.
Let us now assume that we want to know the posterior

probability of each class y ∈ Y for the input point x ∈ X
(P (y|x)) following the NN rule. A common estimation
makes use of the following equations [4]:

p(y|x) = 1

min(x′,y′)∈T :y′=y d(x, x′) + ε
(1)

P (y|x) = p(y|x)∑
y′∈Y p(y

′|x) , (2)

where ε is a negligible value used to avoid infinity calcula-
tions. That is, the probability of each class is defined as the
inverse of the distance to the nearest sample of that class in
the training set. Note that the second term is used to ensure
that the sum over the probability of each class is 1. Finally,
the decision ŷ of the classifier for an input x is given by a
maximum a posteriori criterion:

ŷ = argmax
y

P (y|x) (3)

Figure 3. Offline modality of a cut time symbol for clas-
sification: feature vector containing the greyscale value of
each position of the rescaled image.

Figure 4. Online modality of a cut time symbol for clas-
sification: sequence of coordinates indicating the path fol-
lowed by the e-pen during the tracing process.

3.1 Offline classifier

The offline classifier takes the image of a symbol as input.
To simplify the data, the images are converted to greyscale.
Then, since they can be of different sizes, a fixed resizing
process is performed, in the same way that can be found in
other works, like that of Rebelo et al. [11]. At the end, each
image is represented by an integer-valued feature vector of
equal length that stores the greyscale value of each pixel
(see Figure 3). Over this data, Euclidean distance can be
used for the NN classifier. A preliminary experimentation
fixed the size of the images to 30 × 30 (900 features), al-
though the values within the configurations considered did
not vary considerably.

3.2 Online classifier

In the online modality, the input is a series of 2D points
that indicates the path followed by the pen (see Figure 4).
It takes advantage of the local information, expecting that
a particular symbol follows similar paths. The information
contained in this modality provides a new perspective on
the recognition and it does not overlap with the nature of
the offline recognition.

The digital surface collects the strokes at a fixed sam-
pling rate so that each one may contain a variable number
of points. However, several distance functions can be ap-
plied to this kind of data. Those considered in this work
are the following:

• Dynamic Time Warping (DTW) [15]: a technique
for measuring the dissimilarity between two time
signals which may be of different duration.

• Edit Distance with Freeman Chain Code (FCC): the
sequence of points representing a stroke is converted
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Figure 5. Average results with respect to the weight (α)
given to each modality for the configurations considered,
from offline (α = 0) to online (α = 1).

into a string using a codification based on Freeman
Chain Code [6]. Then, a Edit Distance [8] can be
applied to measure distance.

• Edit Distance for Ordered Set of Points (OSP) [13]:
an extension of the Edit Distance for its use over or-
dered sequences of points, such those collected by
the e-pen.

3.3 Late-fusion classifier

A straightforward late fusion has been used here. The idea
is to combine linearly the decisions taken by the two base
classifiers. That is, probabilities of individual classifiers
are combined by a weighted average:

Pfusion(y|x) = α · Pon(y|x) + (1− α) · Poff(y|x) (4)

where Poff and Pon denote the probabilities obtained by
offline and online classifiers, respectively. A parameter
α ∈ [0, 1] is established to tune the relevance given to each
modality. We will consider several values of α ranging
from 0 to 1 during experimentation.

4. EXPERIMENTATION

Experimentation followed a 10-fold cross-validation
scheme. The independent folds were randomly created
with the sole constraint of having the same number of sam-
ples per class (where possible) in each of them. All the dis-
similarities described in Section 3 for the online classifier
will be tested.

Table 2 illustrates the error rate (%) achieved with re-
spect to α for this experiment. Note that α = 0 column
yields the results of the offline classifier as well as α = 1
is equal to the online classifier. A summary of the average
results is also illustrated in Figure 5.

An initial remark to begin with is that the worst re-
sults of the late-fusion classifiers are achieved when each is
modality is used separately, with an average error of 11.77
for the offline modality and of 11.35, 9.38 and 5.26 for
DTW, FCC and OSP, respectively. Not surprisingly, best
results are those that combine both natures of the data, sat-
isfying the hypothesis that two signals are better than one.

α DTW FCC OSP

0.0 11.8 ± 1.5 11.8 ± 1.5 11.8 ± 1.5

0.1 5.3 ± 0.4 5.5 ± 1.1 4.9 ± 0.7

0.2 4.7 ± 0.4 4.1 ± 1.0 3.0 ± 0.2

0.3 5.4 ± 0.4 3.9 ± 0.8 2.2 ± 0.4

0.4 6.4 ± 0.3 4.1 ± 0.7 2.0 ± 0.4
0.5 7.4 ± 0.5 4.6 ± 0.7 2.2 ± 0.5

0.6 8.2 ± 0.6 5.2 ± 0.9 2.5 ± 0.5

0.7 9.1 ± 0.5 5.9 ± 1.0 3.0 ± 0.6

0.8 9.8 ± 0.5 6.6 ± 0.9 3.4 ± 0.6

0.9 10.5 ± 0.8 7.3 ± 0.9 4.2 ± 0.5

1.0 11.3 ± 0.8 9.3 ± 0.7 5.2 ± 0.5

Table 2. Error rate (average ± std. deviation) obtained for
a 10-fold cross validation experiment with respect to the
value used for tuning the weight given to each modality
(α) and the distances for the online modality (DTW, FCC
and OSP). Bold values represent the best average result for
each configuration considered.

Results also report that the tuning of α is indeed relevant
since it makes the error vary noticeably. An interesting
point to mention is that, although the online modality is
more accurate than the offline one by itself, the best tuning
in each configuration always gives more importance to the
latter. This might be caused by the lower variability in the
writing style of the original scribes.

The best results, on average, are reported by the late-
fusion classifier considering OSP distance for the online
modality, with an α = 0.4. In such case, just 2 % of error
rate is obtained, which means that the interaction is well
understood by the system in most of the cases. Note that a
more comprehensive search of the best αmay lead to a bet-
ter performance —for instance, in the range (0.3, 0.5)—
but the improvement is not expected to be significant.

Although the results report a fair accuracy, the use of
semantic music models is expected to avoid some of these
mistakes by using contextual information. Therefore, a
nearly optimal performance could be obtained during the
interaction with the user.

5. CONCLUSIONS

This paper presents a new approach to interact with musi-
cal documents, based on the use of an electronic pen. Our
framework assumes that the user traces each musical sym-
bol of the score, and the system receives a multimodal in-
put accordingly: the sequence of coordinates indicating the
trajectory of the e-pen (online mode) and the underlying
image of the score itself (offline mode).

An interface based on this idea could be used in a num-
ber of contexts related to interact with music scores in a
more intuitive way for the user. For instance, to amend
OMR errors, to acquire training data in the early stages of
the development, or even as a part of a complete manual
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transcription system.
This framework has been applied to a music archive of

Spanish music from the 16th to 18th centuries, handwrit-
ten in white mensural, with the objective of obtaining data
for our experiments. The result of processing this collec-
tion has been described and made available for research
purposes.

Experimentation with this dataset is presented, conside-
ring several classifiers. The overall analysis of this experi-
ments is that it is worth to consider both modalities in the
classification process, as accuracy is noticeably improved
with a combination of them than that achieved by each se-
parately.

As a future line of work, the reported analysis will be
used to build a whole computer-aided system, in which the
user interacts with the system by means of an electronic
pen to digitize music content. Since the late-fusion classi-
fier is close to its optimal performance, it seems to be more
interesting to consider the development of semantic mod-
els that can amend misclassifications by using contextual
information (e.g., a score starts with a clef). In addition,
further effort is to be devoted to visualization and user in-
terfaces.
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