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ABSTRACT

An audio-to-score alignment system adaptive to various
playing styles and techniques, and also with high accuracy
for onset/offset annotation is the key step toward advanced
research on automatic music expression analysis. Techni-
cal barriers include the processing of overlapped notes, re-
peated note sequences, and silence. Most of these charac-
teristics vary with expressions. In this paper, the audio-to-
score alignment problem of expressive violin performance
is addressed. We propose a two-stage alignment system
composed of the dynamic time warping (DTW) algorithm,
simulation of overlapped sustain notes, background noise
model, silence detection, and refinement process, to better
capture the onset. More importantly, we utilize the non-
negative matrix factorization (NMF) method for synthesis
of the reference signal in order to deal with highly diverse
timbre in real-world performance. A dataset of annotated
expressive violin recordings in which each piece is played
with various expressive musical terms is used. The opti-
mal choice of basic parameters considered in conventional
alignment systems, such as features, distance functions in
DTW, synthesis methods for the reference signal, and en-
ergy ratios, is analyzed. Different settings on different ex-
pressions are compared and discussed. Results show that
the proposed methods notably improve the conventional
DTW-based alignment method.

1. INTRODUCTION

An audio-to-score alignment algorithm captures note-level
information of a music performance with the aid of sym-
bolic data such as MIDI. It has numbers of applications
in the field of music information retrieval (MIR), such as
automatic accompaniment [4], and music retrieval through
matching a MIDI file to a polyphonic audio recording [7].
Besides, an effective audio-to-score alignment algorithm
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is also critical in computational music analysis, specifi-
cally in the case of extracting the note-level information
in expressive music recordings for music expression anal-
ysis. For example, Li et al. [10] used an audio-to-score
alignment algorithm [19] to annotate the onset and offset
positions of each note in a dataset, including violin solo
pieces interpreted by professional violinists with 10 ex-
pressive musical terms. 1 However, such annotation still
needs to be checked and corrected manually as it suffers
from low quality when there are overlapped sustain seg-
ments and unexpected silence between successive notes in
expressive violin performance. Therefore, an improved
audio-to-score alignment algorithm for expressive violin
performance would be of great help to avoid such a tedious
and labor-intensive process.

There have been numbers of audio-to-score align-
ment algorithms proposed in the past few decades, based
on graphical models [2, 15, 16], hidden Markov models
(HMM) [3, 6, 13, 18], and DTW [5, 12, 14]. Among these
models, an HMM [13] is of better potential in modeling
how the states of attack, decay or sustain evolve in a note,
but to train the model parameters one needs amounts of
correctly annotated data which are, as mentioned, hard to
get without an improved audio-to-score alignment algo-
rithm. Therefore, as an attempt to with low-resource data,
we opt to use DTW with further processing steps, which
can be implemented without the need of a large dataset.

Another challenge of matching a score to a musical
recording is the diversity of timbre of the input signals,
depending on the performer, instrument, recording envi-
ronment, etc. Mismatch of spectral features between the
MIDI-synthesized reference and the real violin sounds of
the same event leads to errors in alignment. Such an is-
sue was addressed by an HMM-based model exploiting
the spectral templates adaptive to different recordings [9].
In this paper, we adopt a more straightforward approach,

1 The SCREAM-MAC-EMT dataset compiled by Li et al. contains
recordings of 10 different classical music pieces, each of which is in-
terpreted with 5 selected expressions by 11 musicians [10]. It consid-
ers in total 10 expressive musical terms, including Scherzando (play-
ful), Tranquillo (calm), Con Brio (bright), Maestoso (majestic), Riso-
luto (rigid), Affettuoso (affectionate), Agitato (agitated), Cantabile (like
singing), Grazioso (graceful), and Espressivo (expressive). The experi-
ments in this paper are performed on a subset of this dataset, which con-
tains 50 recordings from randomly selected 3 musicians’ performance.
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Figure 1. Flowchart of the proposed audio-to-score align-
ment system for expressive violin performance.

which utilizes the NMF method to directly learn the spec-
tral template for synthesis under low-resource data.

By inspecting the data, we raise four issues which could
be seen in aligning an expressive violin recording with
its corresponding MIDI. First, the strong sustain of one
note could be overlapped with the weak onset of its next
note, and this makes the algorithm fail to accurately cap-
ture the onset time of the next note. Second, in a repeated
note sequence, an algorithm is prone to erroneous onset
detection since all notes have the same pitch. Third, the
staccato technique usually causes unexpected silent seg-
ments which are not compatible to the ground-truth MIDI.
Lastly, the background noise in a real-world environment
may also cause mismatching. These issues are commonly
seen; for instance, an inspection shows that in the dataset,
37% of the notes have overlapped sustain with their suc-
cessive notes, 35% are in a repeated note sequence, 6%
have unexpected silence, and 2% follow a rest symbol.

To this end, we add solutions to deal with the four prob-
lems: First, we simulate the note overlap in two-stage
alignment (cf. Section 2.3). Second, we perform the dura-
tion ratio of repeated notes (cf. Section 2.4) and silence de-
tection (cf. Section 2.2) to refine onset positions. Besides,
we add a background noise template to model the rest parts
in a recording (cf. Section 2.1). These processes are evalu-
ated after a systematic experiment which finds the optimal
parameters such as features, timbres for synthesis, distance
measures, and energy measures in an audio-to-score algo-
rithm (cf. Section 3.1). Moreover, we also discuss the pre-
cision of proposed alignment system within different levels
of error tolerance, and draw an insight from analyzing the
expression-wise performance (cf. Section 3.2).

2. THIS WORK

Figure 1 shows the diagram of the proposed alignment sys-
tem, whose goal is to find the onset position accurately in
expressive violin performance. The system takes an au-
dio signal and its corresponding MIDI file as input. We
adopt the NMF to learn the spectral patterns of the audio
input of violin solo for MIDI-to-audio synthesis. Then, ei-

Figure 2. The audio played with staccato has extra silence
segments (green) that could not be found from the score.

Figure 3. An example of a note with strong energy in sus-
tain segment overlaps with its successive note, which has
weak energy in attack segment.

ther chroma or log-frequency spectral features, which are
the basic parameters considered in conventional alignment
systems (cf. Section 3.1), are extracted from both the au-
dios. Incorporated with a silence detection process, a two-
stage DTW-based audio-to-score alignment and a refine-
ment process are conducted for resolving the discrepancies
between audio and MIDI in expressive recordings includ-
ing overlapped sustain segments, unexpected silence seg-
ments, and repeated note sequences.

2.1 NMF and Spectral Synthesis

For MIDI-to-audio conversion, the NMF with the
Kullback-Leibler divergence [17] is adopted to train the
spectral patterns of each pitch in a recording. The NMF
decomposes an audio spectrogram V into two matrices W
and H , i.e. V ≈ V̂ = WH , where W is a spectral
template represented in column, and H is a time-varying
energy activation represented in row. Following Joder et
al. [8], we adopt a Gaussian mixture model to initialize the
template matrix W for each pitch with k Gaussian func-
tions centered at the fundamental frequency and the first
k-th harmonics of the pitch. Due to the weak energy in
the high-frequency range, we take k to be 4, the weight of
each Gaussian function to be k−2, and the variance to be 30
cents. Besides, we consider the frequency range from 65
Hz to 4 kHz, which removes the high- and low-frequency
noise. The activation matrix H is initialized by a normal
distribution with zero mean and unit standard deviation.
Moreover, we add an additional noise template (NT) with
random numbers in [0, 1] to simulate the noise of silence
parts in the recorded audio signal. Furthermore, we adopt
a preprocessing step of stretching or shortening the refer-
ence signal by insertion or deletion of frames so as to make
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Figure 4. Examples of accurate and erroneous alignment paths: (a) accurate result, (b) error caused by overlapped sustain
segment, (c) simulation of overlapped sustain segment, and error caused by (d) additional silence and (e) repeated notes.

its length similar to the input, in order to reduce the effect
of tempo changes in expressive violin performance.

2.2 Silence Detection

Violinists use different playing techniques to interpret dis-
tinct expressions. The staccato technique might be the one
which is most likely to cause errors in DTW alignment
among others due to the silence segments caused by ar-
ticulation of successive notes. Such a silent segment do
not have any information in the reference signal but could
be found in the audio recording as shown in Figure 2, it
results in deterioration in the DTW alignment path. This
issue is addressed by introducing an extra silence detection
process with energy measurement. From the fast Fourier
transform (FFT) 2 , the energy curve is computed by sum-
ming the spectrum over all the frequency bins and is ex-
pressed in dB scale. A silence segment is one which is
longer than 100ms and whose energy is less than 12 dB.

2.3 Two-stage Alignment

The main purpose of the proposed two-stage audio-to-
score alignment process is to capture the accurate onset
for overlapped successive notes where the former note has
a long sustain and the latter one has a soft onset. Such
a specific energy characteristic of violin is likely to cause
wrong alignment paths. As illustrated in Figure 3, the first
note C5, which has strong energy in sustain segment, over-
laps with the second note F4, which has weak energy in
the attack, and leads to a distorted alignment path. Figure

2 This paper uses a 2,048-point Hamming-windowed FFT with each
frame staggered by 882 samples (20ms) throughout all the experiments.

4(a) shows the ideal accurate result of this example: the
onset of F4 is at position (F, 5), while Figure 4(b) shows
the actual erroneous result of F4, where the onset of F4
locates at (I, 5). This is because the first 3 frames of F4
are submerged in the sustain segment of C5.

The two-stage alignment process is proposed to solve
this problem. In the first stage, we adopt the conventional
DTW-based alignment as our baseline, and obtain a rough
estimation of the onset of each note. Next, we add the
information of the silence segments mentioned in Section
2.2. If there is no silence detected between two successive
notes, then the two notes are considered overlapped. For
every pair of the overlapped notes, we lengthen the first
note of the reference MIDI with a duration of 3 frames,
in order to simulate the behavior of overlapped notes. 3

Then, we perform DTW again to align the audio with the
modified MIDI. This is the second-stage alignment (SA)
process. The SA process of the overlapped notes C5-F4 is
shown in Figure 4(c). The two-stage alignment is therefore
a combination of the baseline process and the SA process.

2.4 Refinement

The refinement process contains two tasks. The first task
is to fix the case of staccato and rest, where the errors of
alignment are usually caused by silence rather than over-
lapping between two consecutive notes. Figure 4(d) shows
the alignment result of an audio played with staccato. The
ideal accurate onset of F4 is at position (F, 5) as pointed
by the dashed-line arrow; however, the actual result of F4

3 We observe that for most of the overlapped notes, the overlapping
durations are between 2 and 4 frames (40ms and 80ms). Such an obser-
vation gives to an estimation 3 frames.
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Figure 5. An example of repeated notes, whose spectrum
is highly similar to each other. Their onsets are calibrated
via the duration ratio estimated from the reference signal.

locates at (D, 5), a position within the silence segment, as
pointed by the solid-line arrow. To address this issue, the
refinement of silence (RS) is implemented as follows: if the
onset of an aligned note locates in a silence segment of the
audio, then it will be shifted to the correct position, that is,
the frame right after such a silence segment.

The second task is to adjust the duration of repeated
notes, where the alignment path is hard to estimate because
of high similarity among the note spectra. This issue is il-
lustrated in Figure 4(e), where one can see that except for
the first C5, the onset results of the other notes are at the
wrong positions, (C, 5) and (I, 7), respectively, as pointed
by the solid-line arrows. The correct onsets of the second
and the third C5 are the positions pointed by the dashed-
line arrows. Figure 5 shows a real-world example of re-
peated notes in a more detailed manner: the spectra of the
four repeated notes A4 are highly similar, especially for
the last three notes with the same note type. It is hard to
figure out the accurate onset of each repeated note when
performing DTW alignment.

We therefore come up with a strategy to deal with this
problem. Our assumption is that both audio and its cor-
responding MIDI file have approximately similar duration
ratio of repeated notes. In other words, we can modify the
onsets of repeated notes by referring to the duration ratio
of such notes in the reference signal. Given a sequence
of repeated notes, r = (r1, r2, ..., rm), the refinement of
repeated notes (RRN) is realized as follows:

STEP 1 Computing the duration of each repeated note,
S = (S1, S2, ..., Sm) and L = (L1, L2, ..., Lm),
according to the reference signal and the onset re-
sults of the two-stage alignment, respectively.

STEP 2 Calculating the duration ratio for each repeated
note, i.e. ratiok = Sk/

∑m
k=1 Sk.

STEP 3 Estimating the predicted duration for such notes
in the audio recording, L̂ = (L̂1, L̂2, ..., L̂m), via
the calculation of L̂k = Lk × ratiok.

Timbre MIDI synthesizer NMF
Feature 12-D chroma 84-D linear-log spectrum

Precision 72.68 81.37 95.12

Table 1. Comparison of precision (in %) using chroma
and the 84-D spectrum feature. Since the 84-D spectrum
performs better, the timbre synthesis via MIDI synthesizer
or NMF is considered.

STEP 4 Adjusting the duration of the first m− 1 repeated
notes according to the criterion of |L̂k−Lk| > θ.
If L̂k > Lk then the onset of the (k+1)-th note is
shifted backward by |L̂k − Lk| − θ ms. Besides,
Lk+1 is also updated by the shifted value. On the
contrary, it is updated by shifting forward |L̂k −
Lk| − θ ms, and so does the Lk+1.

Our pilot study shows that choosing θ = 60 ms gives better
performance.

3. EVALUATION

The experiments are separated into two parts. The first
part is to find the optimal setting used in the conventional
DTW-based alignment. The second part is the results of the
proposed system, including the performance of baseline
process, proposed processes, and expression-wise. The test
dataset contains 10 expressions, each with 5 classical mu-
sic pieces, totaling 50 excerpts (2,925 notes). We use pre-
cision as our evaluation method, which is the percentage
of the number of correct onsets among all the excerpts. A
correct onset is defined as the difference between aligned
onset time and its corresponding ground-truth onset time,
being less than 100ms.

3.1 Factors Experiment

We consider four types of factors: feature, timbre, distance
function, and energy. The brief introduction and results of
each factor are described one by one as follows.

Two features are considered: chroma [1] and linear-log
frequency spectrum [5]. The chroma is a 12-dimensional
vector representing the energy of the 12 pitch classes (i.e.
C, C#, ..., B). The linear-log frequency spectrum is a spec-
tral feature with reduced dimension, performed by a 84-D
filterbank, which is in linear scale in the low frequencies
and in logarithm scale in the high frequencies [5]. Such a
feature simulates the linear-log frequency sensitivity in hu-
man auditory systems. Table 1 compares the two features
according to the averaged precision (in %) of all the 50 ex-
cerpts. The results indicate that the linear-log spectrum is
better than the chroma. We therefore select the 84-D spec-
trum for the feature factor.

Then, we compare two methods of synthesizing the ref-
erence signal from MIDI, where the one is directly through
a MIDI synthesizer, and the other uses the NMF to learn
the spectral features from the original audio recording, a
similar strategy of the HMM-based timbre learning method
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Ea/Em 13 dB 10 dB 0 dB -10 dB -13 dB
Cosine 96.10 96.10 96.14 96.00 96.00

Euclidean 77.81 88.62 95.12 78.39 60.62
SKL 95.73 95.86 95.41 96.85 96.75

Table 2. Comparison of precision (in %) using three types
of distance functions for DTW with five different levels of
energy ratios of audio recording to reference signal.

Process Precision
Baseline 96.14
Baseline+NT 97.03
Baseline+NT+SA 97.64
Baseline+NT+SA+RS 97.88
Baseline+NT+SA+RS+RRN (‘Proposed’) 98.43

Table 3. Performance (in %) of the baseline and the pro-
posed system. NT: noise template; SA: second stage align-
ment; RS: refinement of silence; RRN: refinement of re-
peated notes.

Process NT SA RS RRN Other
# Notes 45 1094 173 1015 598

# Baseline 15 42 6 40 10
Errors Proposed 2 26 1 10 7

Table 4. Comparison of the number of error notes between
the baseline and the proposed system based on the four
raised issues.

by Joder et al. [9]. To simulate the silence parts, we sim-
ply apply zero values for silence segments, which is the
same means used in the MIDI synthesizer. Results in Table
1 also shows that using NMF for timbre synthesis yields
much better precision (95.12%) than using a MIDI synthe-
sizer (81.37%), since a common MIDI synthesizer can not
well resemble the wide variety of timbre in expressive vi-
olin performance. We therefore take the NMF-based syn-
thesis method for the following experiments.

Moreover, since the dynamics of notes vary largely in
expressive violin performance, the distance functions in
DTW and the frame-level energy are also essential fac-
tors in the alignment process. We compare three types of
distance functions in the DTW algorithm: cosine similar-
ity [11], Euclidean distance [5], and symmetric Kullback-
Leibler (SKL) divergence [9]. Cosine similarity is the
normalized inner product of two non-zero vectors. Since
we would like to find the minimal value of the cost func-
tion, the inner product is subtracted by 1. Besides, Eu-
clidean distance calculates the straight-line distance of two
feature vectors. Further, SKL divergence is defined as:
dSKL(i, j) = dKL(i ‖ j) + dKL(j ‖ i), where i and j are
two n-dimensional vectors. The performance of a distance
function is highly related to the effect of energy ratios, i.e.
the ratio of the energy levels of the audio recording (Ea)

to the reference signal (Em). Table 2 presents the aver-
aged precision values using the three distance functions
for DTW with five different levels of energy ratio from -
13 dB to 13 dB. All the three distance functions have sim-
ilar performance when audio and reference signals have
similar levels of energy. However, when the energy ratio
exceeds 10 dB, performance degrades significantly for Eu-
clidean distance, while the cosine similarity turns out to be
the most stable distance function among all levels of en-
ergy ratio (STD=0.06%). Therefore, we opt to use cosine
similarity in the following experiments.

In short, the optimal setting of the conventional DTW-
based alignment algorithm (i.e. the baseline) encompasses
linear-log spectral features, the reference signal synthe-
sized with NMF on the input signal, and cosine similarity
as a distance function. We will use these settings in the
following experiments if not mentioned.

3.2 System Experiment

3.2.1 Overview

Table 3 lists the performance of the proposed system and
a comparison to the individual building blocks mentioned
in Section 2, i.e. one-stage DTW only (Baseline), noise
template (NT), second-stage alignment (SA), refinement of
silence (RS), and refinement of repeated notes (RRN). Re-
sults show that the baseline achieves a precision of 96.14%.
Its performance is then increased by 0.89% after adding
NT. A further improvement of 0.61% is seen after adding
SA and addressing the issue of overlapped sustain notes.
Finally, the RS and RRN also give a slight improvement of
0.24% and 0.55% subsequently. As a result, the averaged
precision of the proposed system comes to 98.43%, show-
ing a significant improvement from the baseline system as
validated by a two-tailed t-test (p < 0.05, d.f.=98).

Table 4 gives a more in-depth comparison of the num-
ber of error notes between the baseline and the proposed
system according to the four raised issues. 4 We find that
every process reduces the number of error notes of their
corresponding types, and the RRN process leads to the
greatest improvement: 40 error notes within repeated note
sequences are reduced to 10 notes.

Table 5 shows the precision of the proposed system
within different levels of error tolerance values not only
at 100ms but ranged from 20ms (1 frame) to 700ms (35
frames). We find that the performance is over 90% when
using the tolerance with 60ms (3 frames). In addition, the
maximal erroneous time of onset is within 700ms.

3.2.2 Expression-wise Performance

Table 6 presents the averaged precision for the 10 violin ex-
pressions based on the Baseline process with two distinct
timbre synthesis methods, MIDI synthesizer and NMF, and
the proposed system, respectively. Comparing the MIDI

4 An NT refers to a note which follows a rest symbol; SA counts the
note that overlaps its successive notes over 60ms; RS includes the notes
played with staccato; RRN contains the notes belonging to a sequence of
repeated notes; the remaining ones are marked as‘Other’.
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Error ≤
Proposed

Frames Seconds
1 0.02 58.60
2 0.04 85.61
3 0.06 94.84
5 0.1 98.43
10 0.2 99.62
15 0.3 99.79
20 0.4 99.83
25 0.5 99.93
30 0.6 99.97
35 0.7 100.00

Table 5. Performance (in %) of the proposed system
within different levels of error tolerance values.

Expression
Baseline

Proposed
MIDI NMF

Scherzando 78.25 96.37 96.98
Tranquillo 69.65 93.06 98.55
Con Brio 87.19 98.44 98.75
Maestoso 82.73 97.48 98.56
Risoluto 76.86 96.92 99.49

Affettuoso 87.41 96.67 100.00
Agitato 88.78 97.96 96.94

Cantabile 86.43 93.97 95.98
Grazioso 86.44 95.25 99.66

Espressivo 78.07 95.35 98.00

Table 6. Performance (in %) of the ten violin expressions
via the baseline process with two distinct timbre synthesis
methods and the proposed system.

synthesizer (i.e. the second column) to NMF-based synthe-
sis from audio recording (i.e. the third column), a signif-
icant improvement can be observed (p < 0.005, d.f.=18),
especially for Tranquillo and Risoluto, where the improve-
ment is over 20% for both cases. Besides, the proposed
system (i.e. the fourth column) has significant improve-
ment from both the Baseline cases (p < 0.05, d.f.=18).
Particularly, Tranquillo, Grazioso, and Affettuoso are im-
proved the most; this implies that the proposed system can
enhance the onset precision for such violin performance
with plentiful expression and intense vibrato. For Risoluto,
the expression played with staccato technique mostly, the
proposed system also gives excellent result. Furthermore,
we see that the improvement of Con Brio and Scherzando
is limited, probably due to their intense characteristics of
performance such as clear attack of energy envelope.

3.3 Discussion

According to the expression-wise performance as illus-
trated in Table 6, we find that Agitato is the only one ex-
pression which has degraded precision via the proposed
system. The reason is possibly that the energy of sustain
segment might be weak such that the simulation of sustain

perhaps cause additional errors. Except for Agitato, the
proposed system has improvement for other expressions.

Although we use a refinement process to deal with the
unexpected silence segments caused by the staccato tech-
nique, this process actually could be merged into the two-
stage alignment. For example, we can adopt similar means
which is used in the simulation of overlapped sustain notes,
by inserting additional frames in a reference signal based
on the information of silence segments. Thereby, the sys-
tem will be made more succinct.

In this paper, we only consider a subset of the vio-
lin expression dataset, which includes 50 solo recordings
from randomly selected 3 musicians’ performance. In or-
der to obtain more reliable performance and to develop
a robust alignment system, the test data needs to be ex-
panded such as using the recordings from other musicians
in the SCREAM-MAC-EMT dataset as well as data of
polyphonic recordings, where the latter suggest a future
work of constructing a new dataset for expression analysis
of violin solo in polyphonic music.

Moreover, this study only considers the accuracy of
onset-only alignment. Another important task for music
expression analysis of notes is offset alignment, which is
still a challenging problem. An extension of the proposed
alignment system such as to cover the offset alignment is-
sue is also left as future work.

4. CONCLUSION

To have better expression analysis of violin recordings, it is
desired to have the precise onset information of each note.
The conventional DTW algorithm is modified for accurate
audio-to-score alignment for the violin dataset, including
the simulation of sustain notes, silence detection, refine-
ment of duration ratio of repeated notes, and background
noise model, which are used to deal with the four common
issues usually seen in violin recordings. Experiments show
that high precision is achieved if instrumental timbre and
the 84-dimensional spectral feature vector are used. Co-
sine similarity is adopted as our distance formula for its
robustness to various violin playing techniques. The pro-
posed two-stage alignment system obtains significant im-
provement, not only for the addressed issues but also for
the distinct expressions, from the baseline process.
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