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ABSTRACT

We propose an audio-to-audio neural network model that learns to denoise old music recordings. Our model internally converts its input into a time-frequency representation by means of a short-time Fourier transform (STFT), and processes the resulting complex spectrogram using a convolutional neural network. The network is trained with both reconstruction and adversarial objectives on a synthetic noisy music dataset, which is created by mixing clean music with real noise samples extracted from quiet segments of old recordings. We evaluate our method quantitatively on held-out test examples of the synthetic dataset, and qualitatively by human rating on samples of actual historical recordings. Our results show that the proposed method is effective in removing noise, while preserving the quality and details of the original music.

1. INTRODUCTION

Archives of historical music recordings are an important means for preserving cultural heritage. Most such records, however, were created with outdated equipment, and stored on analog media such as phonograph records and wax cylinders. The technological limitation of the recording process and the subsequent deterioration of the storage media inevitably left their marks, manifested by the characteristic crackling, clicking, and hissing noises that are typical in old records. While “remastering” employed by the recording industry can substantially improve the sound quality, it is a time-consuming process of manual labor. The focus of this paper is an automated method that learns from data to remove noise and restore music.

Audio denoising has a long history in signal processing [1]. Traditional methods typically use a simplified statistical model of the noise, whose parameters are estimated from the noisy audio. Examples of these techniques are spectral noise subtraction [2, 3], spectral masking [4, 5], statistical methods based on Wiener filtering [6] and Bayesian estimators [7, 8]. Many of these approaches, however, focus on speech. Moreover, they often make simplifying assumptions about the structure of the noise, which makes them less effective on non-stationary real-world noise.

Recent advances in deep learning saw the emergence of data-driven methods that do not make such a priori assumptions about noise. Instead they learn an implicit noise model from training examples, which typically consist of pairs of clean and noisy versions of the same audio in a supervised setup. Crucial challenges facing the adoption of the deep learning paradigm for our task are: i) can we design a model powerful enough for the complexity of music, yet simple and fast enough to be practical, and ii) how can we train such a model, given that we have no clean ground truth for historical recordings? In this paper, we address these issues and show that it is indeed feasible to build an effective and efficient model for music denoising.

1.1 Related Work

Sparse linear regression with structured priors is used in [9] to denoise music from synthetically added white Gaussian noise, obtaining large SNR improvements on a “glockenspiel” excerpt, and on an Indian polyphonic song. [10] considers the problem of removing artifacts of perceptual coding audio compression with low bit-rates. That work, which uses LSTMs, is the first successful application of deep learning for this type of music audio restoration. Note that in contrast to our work, aligned pairs of original and compressed audio samples are readily available. Statistical methods are applied in [11] to denoise Greek Folk music recorded in outdoor festivities. In [12], the author applies structured sparsity models to two specific audio recordings that were digitized from wax cylinders, and describes the results qualitatively. In [13], the authors describe how to fill in gaps (at known positions) of several seconds in music audio, using self-similar parts from the recording itself.

Our method is also related to audio super-resolution, also known as bandwidth extension. This is the process of extending audio from low to higher sample rates, which requires restoring the high frequency content. In [14, 15] two approaches which work for music are described. On piano music, for example, [15] obtains an SNR of 19.3 when upsampling a low-pass filtered audio from 4kHz to 16kHz.

Many existing denoising approaches focus on speech instead of music [16–19]. Given that these two domains have very different properties, it is not clear a priori how well such methods transfer to the music domain. Nevertheless, our work is inspired by recent approaches that use generative adversarial networks (GANs) to improve the quality of audio [18, 20, 21]. For example, [21] obtains
significant improvements denoising speech and applause sounds that have been decoded at a low bit-rate, using a wave-to-wave convolutional architecture.

In this paper, we present a method to remove noise from historical music recordings, using two sources of audio: i) a collection of historical music recordings to be restored, for which no clean reference is available, and ii) a separate collection of music of the same genre that contains high-quality recordings. We focus on classical music, for which both public domain historical recordings as well as modern digital recordings are available. This paper makes the following contributions:

- We provide a fully automated approach that succeeds in removing noise from historical recordings, while preserving the musical content in high quality. Quality is measured in terms of SNR and subjective scores inspired by MUSHRA [22], and examples on real historical recordings are provided.

- Our approach employs a new architecture that transforms audio in the time domain, using a multi-scale approach, combined with STFT and inverse STFT. As this architecture is able to output high-quality music, it may be a useful architecture for other tasks that involve the transformation of music audio.

- We provide an efficient and fully automated method to extract noise segments (without music) from a collection of historical music recordings. This is a key ingredient of our approach, as it allows us to create synthetic pairs of <clean, noisy> audio samples.

The rest of this paper is organized as follows. Our approach is described in detail in Section 2, and experimental results are given in Section 3. We conclude in Section 4.

2. METHOD

Our model is an audio-to-audio generator learned from paired examples with both reconstruction and adversarial objectives.

2.1 Creating paired training examples

For training, we use time-aligned pairs of <clean, noisy> examples, where clean music is used as targets, and noisy music as inputs to the generator. We take a data-driven approach to generate noisy audio from clean references. We synthesize noisy samples by simulating the degradation process affecting the historical recordings, namely applying band-pass filtering, followed by additive mixing with noise samples extracted from “quasi-silence” segments of historical recordings.

Specifically, we scan the noisy historical recordings looking for low-energy segments in the time domain, which corresponds to pauses in the musical scores. To this end, we compute the rolling standard deviation from the raw audio samples with a window size equal to 100ms. Then, we estimate an adaptive threshold \( \tau \) based on the \( q \)-th quantile of the standard deviations and keep the segments that satisfy the following two conditions: i) the local standard deviation is below \( \tau \), and ii) the segment has a minimum duration of \( T \). Intuitively, the value of \( q \) is selected based on a trade-off between the number of extracted segments and the need of extracting noise-only segments. In our experiments, we set \( q = 0.5\% \) and \( T = 100\text{ms} \). In this way, from 801 different recordings, we are able to extract around 8900 noise samples.

From each of these short noise segments, we need to generate noise samples having the same length as the clean audio references. We do this by replicating the noise segment in time, using overlap-and-add (OLA) with an overlap equal to 20\% of the segment length. Given the short duration of most noise segments, this operation alone would lead to periodic noise patterns which differ from the noise characteristics found in historical recordings. Therefore, we alter each noise segment replica before the OLA synthesis step in two ways: i) applying a random perturbation to the phase of the noise segment (adding Gaussian noise \( \sim N(0, 0.1) \) to the phase of the STFT); ii) applying a random shift in time (with wraparound). We found that these simple operations produce longer noise samples with auditory characteristics similar to the ones encountered in the historical recordings, avoiding artificial periodic patterns.

Finally, we create time-aligned pairs of <clean, noisy> examples by: i) applying band-pass filtering with cutoff frequencies randomly sampled in [50Hz, 150Hz] and [5kHz, 10kHz], respectively; ii) mixing a randomly selected noise sample with a gain in the range [10dB, 30dB].

2.2 Model architecture

The generator processes the audio in the time-frequency domain. It first computes the STFT of the input, the real and imaginary components of which are then fed as a 2-channel image to a 2D convolutional U-Net [23] followed by an inverse STFT back to the time domain. Finally the output is added back to the input, making the model a residual generator.

The U-Net in our generator is a symmetric encoder-decoder network with skip-connections, where the architecture of the decoder layers mirrors that of the encoder and the skip-connections run between each encoder block and its mirrored decoder block. Each encoder block is a \( 3 \times 3 \) convolution followed by either a \( 3 \times 4 \) convolution with stride of \( 1 \times 2 \) (if down-sampling in the frequency dimension), or a \( 4 \times 4 \) convolution with stride of \( 2 \times 2 \) (if down-sampling in both time and frequency dimensions). We choose kernel sizes to be multiples of strides to ensure even contribution from all locations of the input feature map, which prevents the formation of checkerboard-like patterns in resampling layers [24]. The decoder blocks mirror the encoder blocks, and each consists of a transposed convolution for up-sampling followed by a \( 3 \times 3 \) convolution. Each decoder block additionally includes a shortcut connection between its input and output. The shortcut consists of a nearest-neighbor up-sampling layer, which
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is followed by a linear projection using 1x1 convolution when the output has a different number of channels from the input. We do not include a shortcut in the encoder block, since it already shares the same input with a U-Net skip connection and therefore only needs to produce the residual complementary to the skip path. The architecture of the generator is shown in Figure 1.

We use two discriminators for the adversarial objective, one in the waveform domain and one in the STFT domain. The STFT discriminator has the same architecture as the decoder module of the generator. For the waveform discriminator, we use the same architecture as MelGAN [25] except that we only double (instead of quadruple) the number of channels in the down-sampling layers. We found this light-weight version to be sufficient in our setup, and that using the full version had no additional benefit. Both discriminators are fully convolutional. Hence the waveform discriminator produces a 1D output spanning the time domain, and the STFT discriminator has a 2D output spanning the time-frequency domain.

We use weight normalization [26] and ELU activation [27] in the generator, while layer normalization [28] and Leaky ReLU activation [29] with $\alpha = 0.3$ are used in the discriminator.

2.2.1 STFT Representation

In the generator, the STFT is represented by a 2-channel image, where the channels are the real and imaginary components. We also explored a polar representation, where the channels are the modulus and the phase; additionally we experimented with processing only the modulus channel and reusing the original phase, as is done in [30]. Nevertheless, we found the real/imaginary representation to perform better in our experiments.

Furthermore, we tried aligning the phase so that the phase in each frame is coherent with a global reference (e.g., the first frame) rather than its local STFT window. Again, we observed no advantage in doing so, which suggests that the neural network is capable of internally handling the phase offsets. Unlike [30], we do not convert STFT to logarithmic scale as we found it be detrimental to performance (even with various smoothing and normalization schemes).

2.2.2 Multi-scale Generator

We can further stack multiple copies of the generator described above, each with its own separate parameters, in a coarse-to-fine fashion: The generators at earlier stages process the audio at reduced temporal resolutions, whereas the later-stage generators focus on restoring finer details. This is equivalent to halving the sampling rate in each scale. This type of multi-scale generation scheme is routinely used in computer vision and graphics to produce high-resolution images (e.g., [31]).

Let $K$ be the total number of scales, then generator $G_k$ at scale $k$ (for $k \in \{0, \ldots, K-1\}$) down-samples its input by a factor of $2^k$ before computing the STFT and up-samples the output residual (after computing the inverse STFT) by the same factor to match the resolution of the input. The overall generator $G$ is the composite of $G_0 \circ \cdots \circ G_{K-1}$.

Compared with simply stacking U-Nets all at the original input resolution, as done in [32], the benefit of the multi-scale approach is two-fold: i) the asymptotic computational complexity is constant with respect to the number of scales, as opposed to linear in [32], due to exponentially decreasing input sizes at coarser levels; ii) the intermediate outputs of the generator correspond to the input audio processed at lower resolutions, which allows us to meaningfully impose multi-scale losses on the intermediate outputs in addition to the final output. We will describe how this can be accomplished in the next section.

2.3 Training

The generator can be trained using the reconstruction loss between the denoised output and the clean target. This can be further complemented with an adversarial loss, given by discriminators trained simultaneously with the generator, a practice often used in audio enhancement (e.g., [18,20,30], among others). In the case of our multi-scale generator, we use the same number of waveform and STFT discriminators as generator scales. This way, there is one discriminator of both types for each of the (down-sampled) intermediate outputs and final output in each domain. For the adversarial loss, we use the hinge loss averaged over multiple scales. Since the discriminators are convolutional, this loss is further averaged over time for the waveform discriminator and over time-frequency bins for the STFT discriminator. Similarly, the reconstruction loss is also imposed on the outputs at each scale.

More formally, let $(x, y)$ denote a training example, where $x$ is the noisy input and $y$ is the clean target, and $k \in \{0, \ldots, K-1\}$ denote the scale index. Hence $y_k$ is the
clean audio down-sampled to scale $k$, and $\hat{y}_k$ represents the intermediate output of the generator $G_k \circ \cdots \circ G_{K-1}(x)$ down-sampled to the same scale. Note that for the finest scale $k = 0$ at full resolution, $y_0 = y$ is simply the original clean audio and $\hat{y}_0 = G(x)$ is the final output of the generator. Thus the $L^1$ reconstruction loss in the STFT domain can be written as

$$L^\text{rec}_G = \mathbb{E}(x, y) \left[ \sum_k \| \omega_k - \hat{\omega}_k \|_1 \right],$$

(1)

where 2D complex tensors $\omega_k$ and $\hat{\omega}_k$ denote the STFT of down-sampled clean audio $y_k$ and generator output $\hat{y}_k$ for scale $k$, respectively, and $|S^\text{STFT}_k|$ is the total number of time-frequency bins in $\omega_k$ and $\hat{\omega}_k$. We find this STFT-based reconstruction loss to perform better than either imposing per-sample losses directly in the waveform domain or using losses computed from the internal “feature” layers of discriminators (e.g. [25]).

For the adversarial loss, let $t$ denote the temporal index over all $T_k$ logits of the waveform discriminator at scale $k$ (recalling that the discriminators are fully convolutional) and let $s$ denote the index over all $S_k$ logits of the STFT discriminator. Then discriminator losses in the wave and STFT domains can be written as, respectively,

$$L^\text{wave}_D = \mathbb{E}_x \left[ \sum_{k,t} \frac{1}{T_k} \max(0, 1 - D^\text{wave}_{k,t}(y_k)) \right] +$$

$$\mathbb{E}_x \left[ \sum_{k,t} \frac{1}{T_k} \max(0, 1 + D^\text{wave}_{k,t}(\hat{y}_k)) \right]$$

(2)

$$L^\text{STFT}_D = \mathbb{E}_y \left[ \sum_{k,s} \frac{1}{S_k} \max(0, 1 - D^\text{STFT}_{k,s}(y_k)) \right] +$$

$$\mathbb{E}_x \left[ \sum_{k,s} \frac{1}{S_k} \max(0, 1 + D^\text{STFT}_{k,s}(\hat{y}_k)) \right],$$

(3)

and the corresponding adversarial loss for the generator is given by

$$L^\text{adv}_G = L^\text{adv, wave}_G + L^\text{adv, STFT}_G$$

$$= \mathbb{E}_x \left[ \sum_{k,t} \frac{1}{T_k} \max(0, 1 - D^\text{wave}_{k,t}(\hat{y}_k)) \right] +$$

$$\sum_{k,s} \frac{1}{S_k} \max(0, 1 - D^\text{STFT}_{k,s}(\hat{y}_k)) \right].$$

(4)

The overall generator loss is a weighted sum of the adversarial loss and the reconstruction loss, i.e.,

$$L_G = L^\text{rec}_G + \lambda \cdot L^\text{adv}_G.$$

(5)

We set the weight of the adversarial loss $\lambda$ to 0.01 in all our experiments, except those where we do not use discriminators (which corresponds $\lambda=0$). We train the model with TensorFlow for 400,000 steps using the ADAM [33] optimizer, with a batch size of 16 and a constant learning rate of 0.0001 with $\beta_1 = 0.5$ and $\beta_2 = 0.9$. For the STFT, we use a window size of 2048 and a hop size of 512 when there is only a single scale. For each added scale we halve the STFT window size and hop size everywhere. This way the STFT window at the coarsest scale has a receptive field of 2048 samples at the original resolution, whereas finer levels have smaller receptive fields and hence focus more on higher frequencies.

Our model has around 9 million parameters per scale in the generator. At inference-time, it takes less than half a second for every second of input audio on a modern CPU and more than an order of magnitude faster on GPUs.

3. EXPERIMENTS

We evaluate our model on a dataset of synthetically generated noisy-clean pairs, using both objective and subjective metrics. In addition, we also provide a subjective evaluation on samples from real historical recordings, for which the clean references are not available.

3.1 Datasets

Our data is derived from two sources: i) digitized historical music recordings from the Public Domain Project [34], and ii) a collection of classical music recordings of CD-quality. The historical recordings are used in two ways: i) to extract realistic noise from relatively silent portions of the audio, as described in Section 2.1; and ii) to evaluate different methods based on the human-perceived quality of their outputs. The modern recordings are used for mixing with the extracted noise samples to create synthetic noisy music, as well as serving as the clean ground truth. We additionally filter our data to retain only classical music, as it is by far the most represented genre in historical recordings. The resulting dataset consists of pairs of clean and noisy audio clips, both monophonic and 5 seconds long, sampled at 44.1kHz. The total duration of the clean clips is 460h.

3.2 Quantitative Evaluation

We quantitatively evaluate the performance of different methods on a held-out test set of 1296 examples from the synthetic noisy music dataset. For the neural network models, whose training is stochastic, we repeat the training process 10 times for each model and report the mean for each metric and its standard error.

Evaluation metrics: Objective metrics such as the signal-to-noise ratio (SNR) faithfully measure the difference between two waveforms on a per-sample basis, but they often do not correlate well with human-perceived reconstruction quality. Therefore, we additionally measure the VGG distance between the ground truth and the denoised output, which is defined as the $L^2$ distance between their respective embeddings computed by a VGGish network [35]. The embedding network is pre-trained for multi-label classification tasks on the YouTube-100M dataset, in which labels are assigned automatically based...
on a combination of metadata (title, description, comments, etc.), context, and image content for each video. Hence we expect the VGG distance to focus more on higher-level features of the audio and less on per-sample alignment. Note that the same embedding used by Frechet audio distance (FAD) [36], which measures the distance between two distributions. However, FAD does not compare the content of individual audio samples, and is hence not applicable to denoising.

We report the SNR gain (ΔSNR) and VGG distance reduction (ΔVGG) of the denoised output relative to the noisy input, averaged over the test set. For reference, the noisy input has an average SNR of 14.4dB and VGG distance of 2.09. Table 1 shows the performance of our model with different numbers of scales $K$ in terms of SNR gain (ΔSNR) and VGG distance reduction (ΔVGG). Higher is better.

<table>
<thead>
<tr>
<th>Scales</th>
<th>ΔSNR (dB)</th>
<th>ΔVGG</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3.4±0.0</td>
<td>0.68±0.01</td>
</tr>
<tr>
<td>2</td>
<td>3.4±0.0</td>
<td>0.78±0.01</td>
</tr>
<tr>
<td>3</td>
<td>3.2±0.0</td>
<td>0.73±0.01</td>
</tr>
</tbody>
</table>

Table 1. Performance of our model with different numbers of scales $K$ in terms of SNR gain (ΔSNR) and VGG distance reduction (ΔVGG). Higher is better.

For waveform-domain generators, we tried waveform-domain losses – including reconstruction losses in the “feature space” of discriminator internal layers [17, 25] – as well as STFT-domain losses, and found the former to work better with the DeepFeature generator while the latter gave better results for the MelGAN-UNet generator. The results shown for these generators are those obtained with the better loss variant. We also divide the test set into three subsets, each containing the same number of examples, with low noise (avg. 19.8dB SNR), medium noise (avg. 14.2dB SNR), and high noise (avg. 9.4dB SNR), and compute the same metrics on each subset as well as on the full test set.

The results in Table 2 show that, for all noise levels, our model consistently outperforms the signal processing baselines and the waveform-domain neural network models, which have proven highly successful in speech enhancement but are not adequate for the complexity of music signals. The signal-processing baselines (log-MMSE and Wiener filtering) are hardly able to improve upon the noisy input at all. This is not too surprising given the non-Gaussian, non-white nature of the real-world noise in the evaluation data. Comparing the results among the variants of our model, we further make the following observations:

- Using adversarial losses does not help in terms of SNR, as is evident from the top two rows of Table 2. The SNR decrease is small but significant. The adversarially trained variant, however, scores better on the high-level feature oriented VGG distance metric, which is in line with past observations [18, 25].

3.3 Subjective Evaluation

In the previous section we compared results by means of objective quality metrics, which can be quantitatively computed from pairs of noisy-clean examples. These metrics can be conveniently used to systematically run an evaluation over a large number of samples. However, it is difficult to come up with an objective metric that correlates with quality as perceived by human listeners. Indeed, the SNR and VGG distance metrics do not agree in our quantitative evaluation – the proposed model is better in terms of VGG distance, but worse in terms of SNR compared to its counterpart without discriminator. We now describe our
subjective evaluation which we ran in order to identify the method that performs best when judged by humans.

Following recent work on low-bitrate audio improvement [21], we use a score inspired by MUSHRA [22] for our subjective evaluation. Each rater assigned a score between 0 and 100 to each sample. The main difference to actual MUSHRA scores is that since no clean reference exists for historical recordings, we do not include an explicit reference in the rated samples (although we do include the clean sample in the synthetic dataset evaluation).

We perform our evaluation on 10 samples of historical recordings, and separately on 10 samples from the synthetic dataset, using 11 human raters. As in the objective evaluation, each sample is 5 seconds long. We evaluate the following four versions for each sample: (i) Original historic audio example, (ii) denoised example using our model with \( \lambda = 0.01 \), (iii) denoised example using our model with \( \lambda = 0 \), (iv) denoised example using log-MMSE.

For the synthetic dataset, we use the four versions above, but instead of the historic audio we use the synthetically noisified one. We do not include Wiener filtering as a competing baseline here since we noticed that it produces outputs that are consistently near-identical to the noisy input, and hence including it in the subjective evaluation would provide little value. We use the original noisy audio as the reference from which to compute score differences for the historical recordings, and the synthetically noisified sample as the reference for the synthetic data. The results are shown in Figure 2 for the historical recordings, and in Figure 3 for the synthetic dataset. Error bars are 95% confidence intervals, assuming a Gaussian distribution of the mean. Both of our methods significantly improve the historical recordings, by around 50 points on average. In comparison, the logMMSE baseline only improves by an average of 16 points. We also performed a Wilcoxon signed-rank test between our \( \lambda = 0.01 \) and \( \lambda = 0 \) models, to find that the difference is statistically significant (p-value < 1.19 \times 10^{-11} ). On the synthetic data, again the \( \lambda = 0 \) model outperforms the \( \lambda = 0.01 \) variant, with a p-value < 2.13 \times 10^{-8}. On the other hand, there is no significant difference between the mean score differences of the \( \lambda = 0 \) model and the clean sample (p-value = 0.097).

<table>
<thead>
<tr>
<th></th>
<th>ΔSNR (dB)</th>
<th>-ΔVGG</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>low</td>
<td>medium</td>
</tr>
<tr>
<td>Ours, ( \lambda = 0 )</td>
<td>2.5±0.0</td>
<td>4.1±0.0</td>
</tr>
<tr>
<td>Ours, ( \lambda = 0.01 )</td>
<td>2.2±0.0</td>
<td>3.9±0.0</td>
</tr>
<tr>
<td>Our bypass phase</td>
<td>2.1±0.0</td>
<td>3.5±0.0</td>
</tr>
<tr>
<td>MelGAN-UNet</td>
<td>1.7±0.0</td>
<td>2.9±0.0</td>
</tr>
<tr>
<td>DeepFeature generator</td>
<td>-0.7±0.4</td>
<td>1.3±0.1</td>
</tr>
<tr>
<td>log-MMSE</td>
<td>-1.4</td>
<td>-0.2</td>
</tr>
<tr>
<td>Wiener</td>
<td>0.1</td>
<td>0.1</td>
</tr>
</tbody>
</table>

Table 2. Performance of different variants of our model and alternative approaches, evaluated on subsets of examples with different noise levels as well as on the full test set.
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