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ABSTRACT

In this work, I introduce a methodology for measuring
the similarity between musical pieces by computing a hi-
erarchical representation of their structure from their audio
and comparing audio sections that have a similar structural
function. Between a pair of musical pieces, the methodol-
ogy aims to maximize how much of their audio is used to
compute their similarity, under the constraint of only com-
paring structural segments that are deemed related. This
introduces musical structure as a relevant characteristic for
music similarity metrics, while minimizing the loss of in-
formation about the temporal evolution of music features
within pieces. Experiments in music similarity measure-
ments within musical genres as well as between studio and
live performances are presented.

1. INTRODUCTION

1.1 Overview

One of the most active topics in the field of Music Infor-
mation Retrieval is audio-based measurement of similar-
ity between different musical pieces. This topic under-
lies many of the technologies we use daily, such as mu-
sic recommendation systems relying on content-based ap-
proaches, cover song detection, genre classification, audio
thumbnails, summaries, and fingerprints, and others.

Defining a musically-meaningful similarity metric be-
tween a sequence of audio features among pieces is not
a trivial task. While some musical characteristics remain
relatively constant throughout a musical piece, others vary
significantly over time, and that evolution may be percep-
tually relevant.

The change of musical characteristics in a piece is of-
ten particularly evident during structural segment changes,
where we can potentially observe larger, immediate
changes in instrumentation, loudness, harmonic informa-
tion, or others. If we wanted to compare a 10-second audio
chunk from two rock pieces, our musical intuition might
point to collecting that chunk from within a specific section
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of the piece, such as the chorus. If we selected that chunk
randomly, we might end up with a chunk containing both
part of the verse and part of the chorus. This means that we
would be comparing a, potentially, comparatively invariant
sequence of music features to one with at least one point of
comparatively large change of music features. For brevity,
audio chunks where at least one chunk contains more than
one structural segment change will be referred to as ‘non-
aligned’ for the rest of the paper.

1.2 Related work

Given the sequences of time-related features of musical
pieces, a common first step for measuring their similar-
ity is either truncating or padding them to the same length,
or selecting a fixed-length segment from the start, middle,
or end [1] [2]. Truncating results in loss of information to
be compared and in, potentially, non-aligned chunks. Sim-
ilarly, padding guarantees non-aligned chunks because of
the introduction of ‘silence’ segments of different lengths.
Audio thumbnailing has also been used [3] so that the se-
lection is more representative of the piece, but large sec-
tions of audio are still ignored, and the thumbnails can still
be non-aligned.

Another approach is using high-level, aggregate de-
scriptors that characterize some features of the audio
within a given dimension [4] or, more simply, using min,
max, mean, or standard deviation of features [5]. The
drawback of these methods is the loss of information about
the temporal evolution of those features. Gaussian Mixture
Models used for measuring spectral similarity similarly fail
in this regard due to the random frame selection. Lastly,
Hidden Markov Models [6] have shown mixed results,
while Recurrent Neural Networks show more promise [7]
[8].

2. METHODOLOGY

There are two main steps to this methodology. First, the
structure of each piece needs to be analyzed at different
levels of granularity. Secondly, rules for automatically se-
lecting relevant segments to compare need to be defined
according to our knowledge of the data.

2.1 Structural Analysis

Most music datasets do not contain human annotations
of the structure of each piece. Additionally, evaluating



whether a structural segment is similar in function to a seg-
ment of another piece is not a clearly defined task. In fact,
we might be interested in similarities of structure at differ-
ent levels of granularity when perceiving music similarity,
from the level of repeating sequences and lyric lines, to the
overarching structure of the dynamics and timbre.

As a solution to these problems, the hierarchical struc-
ture decomposition method by McFee and Ellis [9] was
used. This method uses a similarity graph to encode global
repetition and local consistency in a sequence of time-
related music features. Spectral clustering using a range
of component values, which correspond to the number of
desired segment types, segments the graph at different lev-
els of granularity. The resulting hierarchical structure of
two songs is shown in Fig 1.

2.2 Segment selection

In its simplest form, the selection process starts with beat-
synchronizing the feature sequences. Then, across the
structural hierarchies of two musical pieces, we pair up all
structural segments that have the same number of beats.
Since all beat-synchronized paired segments will have the
same length, we can use a distance metric to measure the
total dissimilarity between all pairs.

This initial selection process is not applicable to every
music style, but it is more flexible than it seems. Since we
are checking across all levels of structure granularity, we
can be pairing, for example, the verse of one piece to an
equal-length part of the verse of another. Importantly, we
are favoring comparisons between segments that are com-
paratively invariant in music characteristics and minimiz-
ing comparisons between non-aligned audio chunks.

There are further improvements to the core selection
process depending on our knowledge of the data to im-
prove results and reduce the computational cost. A seg-
ment is most likely going to be paired with multiple other
segments. We can instead choose to only keep the closest-
positioned pair. For example, if a segment from song A
that starts at the middle of the song is paired with a segment
from song B starting at the start and one segment starting
slightly after the middle of song B, we would only keep the
latter pair. Another simple rule would be to only compare
the largest segments that were paired, in case we know that
small segments will be insignificant in the comparison.

3. EXPERIMENTS

To understand the behavior of this methodology, we will
look into its application in different musical contexts that
are constituent to larger tasks involving music similarity
measurement. The source code, including the implemen-
tation details, for these experiments is publicly available.

We will first look into two very popular songs loosely
within the genre of pop rock: Paradise by Coldplay and
Beautiful Day by U2. We can see the hierarchical structure
in Fig. 1

After selecting pairs of segments with the same number
of beats across the structural hierarchies, we find 32 seg-

Figure 1. Hierarchical structure with m = 2, 3, 4, 5, 6
components

ment pairs. in Fig. 2, for visualization purposes, we merge
overlapping segments to more clearly distinguish that most
of each song was selected for comparison.

Figure 2. Matched structural segments (pairs indicated
with the same color)

We apply the same methodology to compare the studio
version of Paradise to its live performances in Paris, Glas-
tonbury, and a Late Show. Due to space constraints, Fig. 3
is further simplified to only show what parts of the songs
are selected. Again, in all three comparisons, the majority
of the audio was selected for comparison.

Figure 3. Matched structural segments (valid sections in
green)

4. FUTURE WORK

These experiments show promising results, as less infor-
mation is sacrificed and comparison between non-aligned
audio chunks is avoided. Further experimentation and
quantitative evaluation of it as well as of the segment se-
lection rules in different tasks and datasets related to music
similarity are needed to understand its applicability, behav-
ior, and performance.
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