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ABSTRACT

Strumming is a guitar playing technique where instead of
playing individual notes, the player strokes over the strings
of a chord in an up- or downwards direction. Due to the
very short time difference between the string hits, conven-
tional note-based transcription methods cannot distinguish
the direction of the strumming movement and hence are
not suited for rhythm guitar transcription. Therefore, a
multimodal approach to strumming action transcription is
proposed, combining audio recordings with the motion of
the hand. The audio signal is used for strumming event
detection and the motion signal is used for direction clas-
sification. To measure the motion of the hand, a 6-axis
gyroscope and accelerometer is mounted on the back of
the hand which sends measurements to a computer. For
evaluation purposes, a recording of five minutes has been
labelled manually and is published along with this work.
On this test dataset, the presented multimodal approach
reaches an F1 score of 85% for the up and 92% for the
down strumming transcription task.

1. INTRODUCTION

Automatic music transcription is a current task in the field
of Music Information Retrieval (MIR) with the goal of re-
trieving a symbolic music representation from an input au-
dio signal. For the transcription of solo instrument music,
numerous new approaches and tools have been proposed
over the last few years [1]. While tools for automatic guitar
transcription tools like Guitar2Tabs 1 can do a decent job
transcribing finger picking recordings, the input of strum-
ming audio leads to an unsatisfactory transcription result.

In 2019, Bello et al. proposed a neural network based
classification system to distinguish between up and down
strokes [2]. As input feature representation, Mel-frequency

1 https://klangio.com/guitar2tabs
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Figure 1: Prototype of the motion recording device
mounted on the back of the hand.

Cepstral Coefficients are calculated from the manually seg-
mented input signal. Training on these features results in a
classification accuracy of 72.5% for a CNN and 70% for
an LSTM model.

Another publication that deals with guitar strumming
analysis has been published by Matsushita et al. in 2013
[3]. Here, a wristwatch-like device has been developed to
analyze down strumming action musically in means of tim-
ing and strength of the notes. Guitar strumming gestures
have also been analyzed more in detail using an IMU and
motion capturing by Freire et al. in 2020 [4].

In this work, a multimodal approach to guitar strum-
ming action transcription is proposed. Therefore, up and
down strumming events shall be detected and classified.
First, the data acquisition of the audio and the motion sig-
nal using the developed hardware is presented. Then, a
method for strumming event onset detection and an ap-
proach for direction classification based on the accelerom-
eter data is shown. Finally, the transcription results are
evaluated using an annotated test dataset.

2. DATA ACQUISITION

Since the classification of strumming direction is difficult
when relying only on the audio input, a multimodal record-
ing approach is used. Therefore, a GY-521 6-axis gyros-
cope and accelerometer sensor is mounted on the back of
the hand of the guitar player. The sensor communicates
over i2c with an ESP8266 microcontroller that sends the
measurements to the computer over USB. The microcon-
troller is mounted around the arm wrist to not disturb while
playing the guitar. The mounted device is shown in Figure
1.
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Figure 2: Latency measurement after one minute of
recording.

The most meaningful signal provided by the sensor is
the accelerometer value Ax pointing towards the fingers.
To some extent, the value Ax picks up gravity and the
centrifugal force caused by the strumming movement. A
clearly visible peak down in Ax can be observed when
the hand strums downwards, and a peak up when the hand
strums upwards.

The hand motion sensor values itself do not allow de-
tecting if the guitar strings are actually hit. Therefore, the
audio signal from the guitar pickup is additionally recorded
with a sample rate of 44.1 kHz. The motion signal is
recorded with 20Hz.

3. DATA PROCESSING

3.1 Synchronization

To synchronize the audio and motion signals, the latency
of the hardware setup needs to be determined. Therefore,
a lid has been constructed on which the motion sensor can
be mounted. By closing the lid on a guitar string, the hit
can be seen in the audio as well as in the motion signal.
In Figure 2 a plot is shown with the spectral flux (SF) as
audio onset indicator together with the motion signal Ax.
By selecting the spectral flux peak and the time when the
motion sensor reaches the string again, the latency can be
determined as around 150ms in this case.

3.2 Strumming Event Detection

To detect strumming event onsets, an onset detector like
spectral flux [5] can be used. To remove double hit detec-
tions, a pruning with a difference of 150ms is performed.
In Figure 3, the strumming event detection results for an
example recording are shown.

3.3 Strumming Event Classification

For the classification of the detected strumming events, the
motion sensor signal is used. After smoothing the signal
using a moving average filter, the temporal derivation Ȧx

is calculated. When the value of Ȧx at an onset time is
positive, an up movement is performed by the hand and
the strumming event can be classified as an up strum. Vice
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Figure 3: Strumming event onset detection using the spec-
tral flux onset detection function.
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Figure 4: Classification of motion direction using the first
order derivative in time direction.

versa for a negative value and down strumming. An exam-
ple plot is shown in Figure 4.

3.4 Results

For evaluation purposes, a subset of five minutes of record-
ing is annotated by hand. The test dataset including the au-
dio and motion recordings as well as the labels are freely
available online 2 . For evaluation, the mir_eval library is
used [6]. An event is detected correctly if the onset is
within 100ms to its reference. For up strums, the mul-
timodal approach reaches an F1 score of 85%, for down
strums 92%.

4. FUTURE WORK

In future work, this approach will be used to create a larger
scale dataset of annotated real world strumming record-
ings suitable for training neural networks on the task of
audio based strumming tracking. By also estimating the
played chords using a chord recognition method, strum-
ming recordings could be transcribed into tablatures for
e.g. rhythm guitar.

2 https://github.com/klangio/KLANGIO-GST-MM-T
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