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ABSTRACT

The piano-roll has been the de facto standard represen-
tation for melodic and harmonic content in DAWs for
decades, yet direct manipulation of those requires expert
knowledge of music theory to begin with, and addition-
ally becomes physically impractical when switching to the
smaller, touch-based screens of modern mobile devices,
too coarse for the precision required by micro-timings and
the unforgiving discrete placement of pitches. Imbuing
these interfaces with machine learning and offloading their
precise and error-prone aspects to style-adaptive AI as-
sistants may allow the design of more intuitive interac-
tions whilst maintaining a high level of control, helping
lower the cost of entry to composition for novices and of-
fer stimulating new creative tools for professional musi-
cians. We introduce PIANOTO, a touch-ready, responsive
web interface for creating expressive piano performances
through AI-assisted inpainting, all via simple swipe oper-
ations. This open-source, model-agnostic prototype is de-
signed with both novice and expert users in mind, for usage
either as a standalone tool or in conjunction with existing
DAWs, on desktop or mobile.

1. INTRODUCTION

Computer-assisted music composition, even without ac-
counting for any sound related aspects, is an expert task:
it brings together music theory, for the construction of
melody and harmony, and a practical sense of musicality
and rhythm to bring these sequences to life. In addition,
most of the current music creation software were designed
in the 90s or early 2000s for mouse-based interactions on
desktop computers, translating poorly to the current, pre-
dominantly mobile-based ecosystem. Indeed, appropri-
ately placing a note on a piano-roll becomes surprisingly
error-prone on small touchscreens, inappropriate for bal-
ancing the precision required by musical micro-timing and
the necessity for large-scale views encompassing the long-
term dependencies typically found in music. A solution to
these limitations has been the development of “automatic”
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Figure 1: Using PIANOTO to generate several variations of
a sequence through repeated inpainting of the same zone.
The music is from the 3rd Movement of Mozart’s Sym-
phony No. 41 in C major. The model successfully main-
tains the left hand motif and offers melodic variations on
the right hand.

music creation systems such as AIVA, Amper, OrbCom-
poser or the now retired JukeDeck. These tools remove ac-
cess to the low-level musical representations and only pro-
vide high-level, e.g. dropdown-based, controls. As such,
they move the interactivity away from the music itself, ar-
guably reducing the user’s grip on the musical material.

2. PIANOTO

We propose PIANOTO 1 , a model-agnostic web interface
that replaces the precise note-level interactions of tra-
ditional piano-rolls with simple temporal selection, as
shown on Figure 1. Users can select time slices on
the piano-roll that are then regenerated by an inpainting-
enabled generative model, that is, a stochastic model of the
form pθ(notet|notes<t, notes>t), able to generate new,
meaningful notes, accounting for the past and future notes.

1 Interface code, demo videos and model Docker image (PIA) available
at github.com/SonyCSLParis/music-inpainting-ts/.

https://github.com/SonyCSLParis/music-inpainting-ts/


2.1 Use cases: from novices to professionals

Inpainting enables a wide range of use cases, from
millisecond-scale edits to macro-scale (re)generations.
Unconditional generation, crucial for novices to obtain
valuable initial content, can be achieved by repeatedly gen-
erating material from scratch until obtaining a satisfactory
starting point. Conversely, expert users can import their
own performances as MIDI files or directly record them-
selves via MIDI-IN and transform those. Users can also
drag-and-drop audio files to create personal, expressive
variations of existing performances, via built-in transcrip-
tion [1, 2]. Since every generation step then accounts for
the evolving piano-roll content, the users can progressively
shape it to their taste by keeping zones which they find
valuable and regenerating others. The context ultimately
reflects the user’s style, accounted for by the model. In-
painting thus enables a form of on-the-fly user-adaptation
of large models, without requiring expensive retraining.

2.2 Design principles: the piano-roll as an instrument

Our aim with PIANOTO is to turn the piano-roll from a
static, expert-only interface into a playful yet rich instru-
ment, as embodied by the “Low entry fee with no ceiling on
virtuosity” philosophy of music interface design pioneers
Wessel and Wright [3]. The interface is reactive, in that se-
lecting a temporal zone by click-and-drag or swipe on the
piano-roll immediately triggers an inpainting. Crucially,
all interactions happen directly on the musical representa-
tion, rather than through external controls (e.g., there is no
“generate” button). This is in line with recent work, e.g.
in the field of 3D modelling: Michel and Boubekeur argue
for moving interactions “back into the viewport” [4], for
instance by visually dragging parts of a 3D model to move
or resize them instead of relying on external sliders.

2.3 Backend: model-agnostic, but batteries included

The PIANOTO interface is model-agnostic and we encour-
age researchers and practitioners to connect it to their own
models, making it easy to turn any static model into an in-
teractive instrument. PIANOTO was nevertheless designed
around a new version 2 of the PIA model by Hadjeres and
Crestel [5]. This Transformer-based model was trained for
inpainting on GIANTMIDI-PIANO [6], a large corpus of
solo classical piano performances obtained by automatic
transcription of piano videos. PIA is able to predict pitches,
velocities as well as note onsets and durations at a millisec-
ond scale, enabling expressive timing. Interestingly, this
new version of PIA also performs well on out-of-domain
data and can adapt to more modern playing styles such as
jazz, minimalism or pop music, ensuring that PIANOTO can
be beneficial for a wide range of users. We note here a lim-
itation: the free-form, solo-piano training of PIA can be-
come impractical when users expect it to adhere to a fixed
tempo, e.g. when composing a piano part to include into
an existing piece. Imbuing this model with metronomic
timing could therefore be the object of future work.

2 To be published. Model available in the interface’s repository.

3. DISCUSSION AND RELATED WORKS

Generative AI models of images [7, 8] have become viral
in the last months. A significant step has been the open-
sourcing of the Stable Diffusion architecture [9], prompt-
ing the release of custom forks [10] and dedicated user in-
terfaces [11], including an integration with Photoshop [12].
Inspite of impressive advances in AI-assisted music com-
position, similar levels of public enthusiasm are not yet
to be seen regarding these techniques. This might be at-
tributed to the fact that integrating these techniques into
consumer music production processes is arguably more
challenging. Indeed, even though these tools crucially
require interoperability for integration within musicians’
workflows, there is no open standard – as opposed to the
availability of the VST standard for e.g. neural sound syn-
thesis [13–18] – for controlling the content of MIDI tracks
in DAWs, calling for custom interfaces. Solutions have in-
cluded either standalone interfaces [19–21] or ad-hoc sys-
tems limited to one specific host. The latter have included
Max4Live-based Ableton Live plugins [5, 19] or an inte-
gration into MuseScore [22]. These integrations can be
poorly accessible for research purposes when the host soft-
ware in question requires users to own a commercial li-
cense, as is the case for Ableton Live. Existing standalone
interfaces such as the Magenta Studio suite [19] and Cal-
liope [20], target measure-wide generation, thus lacking
the ability for short-term generation at the note-level. Clos-
est to ours is the CoCoCo interface [23], which enables
note-level editing, yet does not aim for reactivity, instead
offering to precisely parameterize the desired output via
sliders prior to triggering generations. These interfaces
are furthermore essentially button-based, with no reactive
interactivity. Web UIs such as Piano Genie [24] and the
A.I. Duet [25, 26] system offer intuitive, mobile-ready us-
age but discard offline, long-term composition in favour of
playful, real-time improvisation. PIANOTO seeks to strike
a balance between playful, reactive interaction and long-
term editing capability for structured music composition.

4. TECHNICAL BACKGROUND

Even without considering its inpainting-enhanced gen-
erative capabilities, PIANOTO offers a ready-to-use so-
lution for single-instrument, polyphonic MIDI playback
and recording in the browser, equipped with seek/loop,
velocity-scaled display for improved readability and built-
in MIDI-IN and OUT. PIANOTO builds upon previous
work by Bazin et al. on inpainting-based music creation
interfaces, as part of the music-inpainting.ts li-
brary [27–29]. PIANOTO uses the same audio engine as
these, based on the Tone.js Web Audio API framework
[30, 31] and the webmidi.js library [32, 33]. PIANOTO

also uses the Onsets and Frames transcription model and
some UI elements from Magenta.js [2]. These UI el-
ements, along with the associated html-midi-player
[34] library, form the basis for the piano-roll visualization.
PIANOTO expands on those and turns the static piano-roll
of Magenta.js into an interactive instrument.

https://github.com/SonyCSLParis/music-inpainting-ts/
https://github.com/Tonejs/Tone.js
https://github.com/djipco/webmidi
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