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Despite a growing interest in integrating 
natural language text within MIR systems, 
there are currently no public datasets with 
aligned audio-text data to support this 
area of research 

To fill this gap, we present Song Describer, 
an open-source data annotation platform 
designed to crowdsource music captions of 
CC-licensed recordings

Contact: i.manco@qmul.ac.uk 
Code: github.com/ilaria-manco/song-describer

Task 1: Annotation Task 2: Evaluation

song-describer.streamlit.app

We define a music caption as: a short piece 
of text that describes the content of a music 
recording 

The data collection protocol is composed 
of three stages: onboarding, annotation 
and evaluation

What is a music caption?

What will the dataset be useful for?
A dataset of (music, caption) pairs will offer 
1. insights into how people describe music 
2. training and evaluation data for ML 
3. a first benchmark for audio-and-language 

research in the music domain

After onboarding, participants are asked to 
annotate a music recording (Task 1) or 
evaluate previously collected captions (Task 2)

Slow-paced R&B ballad 
with elegant vocals and 
elements of pop music
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