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ABSTRACT

Timbre transfer techniques aim at converting the sound of

a musical piece generated by one instrument into the same

one as if it was played by another instrument, while main-

taining as much as possible the content in terms of musical

characteristics such as melody and dynamics. Following

their recent breakthroughs in deep learning-based gener-

ation, we apply Denoising Diffusion Models (DDMs) to

perform timbre transfer. Specifically, we apply the recently

proposed Denoising Diffusion Implicit Models (DDIMs)

that enable to accelerate the sampling procedure. Inspired

by the recent application of DDMs to image translation

problems we formulate the timbre transfer task similarly,

by first converting the audio tracks into log mel spectro-

grams and by conditioning the generation of the desired

timbre spectrogram through the input timbre spectrogram.

We perform both one-to-one and many-to-many timbre

transfer, by converting audio waveforms containing only

single instruments and multiple instruments, respectively.

We compare the proposed technique with existing state-of-

the-art methods both through listening tests and objective

measures in order to demonstrate the effectiveness of the

proposed model.

1. INTRODUCTION

Timbre is an extremely important perceptual aspect of mu-

sic, yet it is hard to both model and define. The concept of

musical timbre can be defined as the perceived character-

istics of a musical sound that are different from pitch and

amplitude contours [1].

Timbre Transfer concerns the task of converting a musi-

cal piece from one timbre to another while preserving the

other music-related characteristics. While this operation

is not trivial, it is of extreme interest for several applica-

tions, from the development of plugins to be used in Digi-

tal Audio Workstations (DAW) to enabling the possibility

of playing sounds corresponding to not widely available

musical instruments.
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In this paper, we present DiffTransfer, a technique for

timbre transfer which is tested both between single and

multiple instruments and is based on a continuous De-

noising Diffusion Implicit Model (DDIM) with determin-

istic sampling [2], a modified version of Denoising Diffu-

sion Probabilistic Models (DDPMs) that are trained using

the same procedure, but allow for faster sampling times.

Specifically, in [2] it was empirically shown that DDIMs

allow for 10×−50× faster wall-clock time performances

with respect to DDPMs.

In order to be able to convert one timbre into another,

we use a procedure similar to the recently proposed image-

to-image technique Palette [3]. Specifically, we use as in-

put to the diffusion model the noise and condition it with

the chosen input timbre spectrogram, then, through the de-

noising procedure, the model learns to reconstruct spec-

trograms of the desired timbre. We consider the scenario

where the timbre-transfer task is paired, which means

that the desired and input spectrograms have the same

melodic/harmonic content, but differ in terms of timbre.

We experiment both with the possibility of convert-

ing between tracks containing only single instruments and

also mixtures of instruments, with no prior separation step,

while making no modifications to the model in order to

take into account both configurations.

In order to demonstrate the effectiveness of the pro-

posed model, we compare DiffTransfer with state-of-

the-art techniques, both through objective measures and

by performing a user-based listening test. The source

code and audio excerpts can be found at https://

lucacoma.github.io/DiffTransfer/.

2. RELATED WORK

Several types of timbre Transfer techniques have been pro-

posed in the literature. In [4] a CycleGAN [5] is applied in

order to perform an unpaired transfer using the Constant-

Q transform and the audio is then recovered through a

WaveNet [6] model. In [7] an attention-based architecture

is applied in order to convert mel spectrograms, which are

then inverted through a MelGAN architecture [8]. Gaus-

sian mixture-based variational autoencoders are applied [9]

in order to learn a latent space where pitch and timbre rep-

resentations are disentangled.

Another class of methods, instead, extracts musical pa-

rameters such as pitch and loudness from the input audio

tracks and performs the transfer by resynthesizing sound
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Figure 1: Training scheme of the proposed DiffTransfer technique. The target instrument spectrogram is summed with

noise following a simplified cosine schedule. The decoder, conditioned on the conditioning instrument spectrogram and

on the sinusoidal embedding representing the current time instant estimates the added noise. The decoder parameters are

estimated by computing the L1 loss between the ground truth and the estimated diffusion noise.

through a network that has learned to generate tracks with

the desired timbre. The most known example of these

techniques is the Differentiable Digital Signal Processing

(DDSP) [10] model. Other similar techniques were pro-

posed such as [11], where a hierarchical model is used

in order to reconstruct the signal at increasing resolu-

tions. Recently there have been proposed also models

that directly work on the audio waveform such as [12],

where music pieces are translated to specific timbre do-

mains. The only model that, to the best of our knowl-

edge and except for the one proposed in this paper, is

tested on multi-instrument timbre transfer without any

source separation pre-processing is the Music-STAR net-

work, presented in [13]. In Music-STAR a WaveNet au-

toencoder [14] is trained by applying teacher-forcing [15]

to the decoders in order to recover the desired timbre.

Denoising Diffusion Probabilistic Models (DDPMs)

[16] have recently become the latest state-of-the-art for

what concerns deep learning-based generation fastly re-

placing Generative Adversarial Networks (GANs) [17] and

Variational Autoencoders [18], due to their easier training

procedure and increased quality of the produced results.

DDPMs have been successfully applied to a wide va-

riety of image-related tasks such as generation [19] and

translation [3].

More recently, DDPMs have been also used for audio-

related tasks. In [20] a diffusion model is applied in order

to convert midi tracks to spectrograms, while in [21] a text-

to-music diffusion model is proposed. DDPMs have also

been applied to symbolic music generation [22], speech

synthesis [23] and singing voice extraction [24].

While DDPMs have extremely powerful generation ca-

pabilities they suffer from slow sampling times. To amelio-

rate this issue, recently Denoising Diffusion Implicit Mod-

els (DDIMs) [2], which allow for faster sampling times and

were recently applied to image inpainting [25].

3. PROPOSED MODEL

In this section, we describe the proposed DiffTransfer tech-

nique for timbre transfer. Instead of working directly with

raw audio signals, we convert them into log mel-scaled

spectrograms, due to their easier handling by deep learn-

ing models. We then propose a model that, given as input

the spectrogram corresponding to the conditioning instru-

ment, generates the corresponding target spectrogram that

would have been obtained by playing the same piece of

music with the target instrument. Operatively we achieve

this through a conditional continuous-time DDIM, which

learns to denoise the target instrument spectrogram, while

conditioned on the input instrument spectrogram, as de-

picted in Fig. 1. At inference time, the model is fed with

the input conditioning instrument concatenated with Gaus-

sian noise and generates the corresponding target spectro-

gram. We retrieve the audio signal by applying to the log

mel spectrograms the SoundStream 1 model [26], provided

by [20] where it was trained on a custom music dataset.

In the following, we’ll provide a brief overview of the

DDIM framework and notation used in this paper, in order

to make the tractation as compact as possible, for addi-

tional and more thorough formulations, we refer the reader

to [2] and [3]. We aim at giving a general overview of the

process and we’ll use a slight abuse of notation to describe

the diffusion process using the continuous time framework,

1 https://tfhub.dev/google/soundstream/mel/

decoder/music/1
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in order to make it more similar to the more common liter-

ature regarding DDPMs and DDIMs.

3.1 Diffusion Decoder

We adopt a procedure similar to the Palette [3] image-to-

image translation technique in order to train the timbre

transfer decoder as a Denoising Diffusion Implicit Model

(DDIM) [2]. Broadly speaking, DDIMs work by learn-

ing how to generate data from noise in a two-part pro-

cedure. The first part is denoted as the forward process,

where Gaussian noise γ ∼ N (0, 1) is subsequently added

to the input until it is indistinguishable from the former.

The second part consists of the reverse process where a de-

coder learns how to invert the forward process, effectively

reconstructing data from the noise. DDIMs can be seen as

a generalization of DDPMs that shares the same training

procedure, however, they differ in the modeling of the re-

verse process, by using a non-markovian diffusion process,

which allows for faster generation times.

3.1.1 Forward Process

Let us define X and Y as the log mel spectrograms cor-

responding to the conditioning and target instruments, re-

spectively. We choose a continuous diffusion time [27–

29]in order to be able to change the number of desired

sampling steps. If we consider T steps, then the diffusion

time can be defined as t ∈ {0, 1}, where consecutive times

are separated by ∆t = 1/T . Then, the forward process is

defined similarly to the case of DDPMs by subsequently

adding noise to the target spectrogram for T steps

q(Yt|Yt−∆t
) = N (Yt,

√

(αt)Yt−∆t
, βtI),

q(Y1:T |Y0) =
T
∏

t=1

q(Yt−∆t
)

(1)

where α and β are parameters defined by a simplified co-

sine schedule [30].

3.1.2 Reverse Process

In the case of DDIMs, the reverse diffusion process is op-

erated by introducing an additional distribution pθ, where

a sample Yt−∆t can be generated from a sample Yt as

Yt−∆t =
√

βt−∆t

(

c−√
βtγ

(t)
θ (Yt,X)

√

(αt)

)

+

√

1− αt−∆t
· γ(t)

θ (Yt,X),

(2)

, where γ is the noise estimated by a network with param-

eters θ. The noise at time t γ
(t)
θ is estimated by a network

that is conditioned also on the input timbre spectrogram X,

similarly to the formulation proposed in Palette [3].

3.1.3 Training Procedure

The denoising process is operated through a U-Net archi-

tecture which is conditioned on X and trained to predict

the added noise in order to minimize the L1 loss

E = ||γ(t)
θ (Yt,X)− γ||11, (3)

where γ is the true perturbation, while γ
(t)
θ (Yt,X) is the

estimate of the noise added to the target spectrogram at

time t, conditioned on the input spectrogram X.

3.2 Architecture

The decoder architecture is based on a U-Net model. The

building element is made of residual blocks, in each of

these the input is processed by (i) a 2D convolutional layer

with swish activation, followed by batch normalization and

by (ii) a convolutional layer with no activation. Both con-

volutional layers have kernel size 3. The output of this

procedure is then summed with the residual, which is ob-

tained by processing the input with a convolutional layer

with kernel size 1.

The encoder part of the network consists of 3 downsam-

pling blocks, each consisting of 4 residual blocks having

filter sizes 64, 128, 256. The output of each downsampling

block is followed by average pooling, with pool size 2 in

order to compress the dimension of the spectrograms. The

last block of the encoder is followed a self-attention block.

The bottleneck obtained through the encoder is pro-

cessed by a residual block with 512 filters and is then pro-

cessed by the decoder, which is a specular version of the

encoder. The only difference lies in the use of transposed

convolutions in order to create upsampling layers needed

to increase the dimension of the features.

The last downsampling layer of the encoder, the bot-

tleneck and the first upsampling layer of the decoder are

followed by self-attention.

3.3 Deployment

The proposed model takes as input spectrograms of a fixed

size, therefore audio tracks longer than the ones used for

training need to be sliced accordingly.

The decoder takes as input the conditioning spectro-

gram X and the diffusion noise and retrieves an estimate of

the latter, which can then be subtracted in order to obtain

an estimate of the desired output timbre spectrogram Ŷ.

The output waveform y can then be obtained by feeding

the pre-trained SoundStream model with Ŷ.

4. EXPERIMENTS

In this section, we describe experiments performed with

the aim of demonstrating the capabilities of the proposed

DiffTransfer technique both in the single-instrument and

multi-instrument application scenarios.

In Fig. 3 we show an example of input, generated and

ground-truth spectrograms, obtained via the DiffTransfer

model when converting from a Clarinet to Strings.

4.1 Dataset

In order to train the model we considered the StarNet

dataset [31], which contains a set of tracks that are

played with two timbre-domains, namely strings-piano and

vibraphone-clarinet. The dataset consists of roughly 22

hours of audio. We used the reduced version of the dataset,
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Figure 2: Deployment scheme of the proposed DiffTransfer technique. The decoder is fed with Gaussian noise and with the

conditioning instrument spectrogram. The noise estimate provided by the decoder is then subtracted from the input noise

in order to provide an estimate of the desired target spectrogram, from which the audio is estimated via the SoundStream

model [20, 26].

where tracks are resampled to 16000 Hz and converted

them to mono. In order to perform the evaluation, we use

the same ten tracks considered in [13], in order to ease the

comparison with their model.

4.2 Techniques Under Comparison

We consider two baselines in order to compare the per-

formances of the proposed DiffTransfer architecture. For

what concerns the single-instrument timbre transfer task,

we consider the Universal Network [12] fine-tuned on the

StarNet dataset as done in [13]. For what concerns the

multi-timbre task, we consider the mixture-supervised ver-

sion of the Music-STAR network proposed in [13]. We

perform three different types of timbre transfer tasks: sin-

gle, where only single instruments are converted, sin-

gle/mixed where the separate conversions of single instru-

ments are mixed in order to create the desired mixture

track and mixture, where the mixture is directly converted.

These nomenclatures are used just to ease the presentation

of the results, we would like to point out that, for what con-

cerns the DiffTransfer architecture, no specific changes are

required for the various types of applications, except for

the choice of desired input data.

4.3 Experiment Setup

The Universal Network and Music-STAR architectures are

trained with the procedure described in [13]. The Diff-

Transfer network is trained for 5000 epochs using a batch

size of 16, with the AdamW optimizer [32] with learning

rate 2e− 5 and weight decay 1e− 4. The epoch that min-

imizes the L1 noise prediction loss is chosen in order to

retain the model used to compute the results. We train a

total of six models, performing the following timbre trans-

fer conversions: vibraphone to piano, piano to vibraphone,

clarinet to strings, strings to clarinet vibraphone/clarinet to

piano/strings and piano/strings to vibraphone/clarinet.

The network input features are computed by first apply-

ing the Short-Time Fourier Transform (STFT) with a Hann

window of size 0.020 s and 50% overlap to normalized

audio tracks. Then the log mel spectrogram is computed

over 128 bins corresponding to the range of 0− 16000 Hz.

We do not feed the entire audio tracks as input to the net-

work, instead, during each epoch we extract 128 frames

from the log mel spectrogram, corresponding to ≈ 2 s.
Each spectrogram slice is normalized between −1 and 1
before being given as input to the network and the out-

put spectrograms are denormalized before being fed to the

SoundStream model in order to recover the audio wave-

form. Since the tracks considered for the test are of length

10 s and the model gets as input a fixed 128 frames spectro-

gram we slice the conditioning spectrogram before feed-

ing into the model and we keep the input noise fixed for

all slices, in order to ensure consistency in the generation.

All spectrogram slices are normalized in the range [−1, 1]
and denormalized before being fed to the SoundStream de-

coder.

4.4 Objective Evaluation

We evaluate the model objectively in order to analyze the

perceptual similarity and content preservation capabilities

of the generated tracks with respect to the ground truth au-

dio.

In order to evaluate the perceptual similarity, we com-

pute the Fréchet Audio Distance (FAD) [33] using the VG-

Gish embeddings [34], through a PyTorch implementa-

tion 2 . FAD is a reference-free metric for music enhance-

2 https://pypi.org/project/

frechet-audio-distance/
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Figure 3: Example of Timbre Conversion log mel Spectro-

grams using the DiffTransfer architecture, obtained when

converting Clarinet (a) to Strings (b). The ground truth

Strings spectrogram is shown in (c).

ment algorithms, which views the embeddings as a conti-

nous multivariate Gaussian and is computed between the

real and generated data as

FAD = ||µr − µg||2 + tr(Σr + µg − 2
√

ΣrΣg), (4)

where (µr,Σr) and (µg,Σg) are the mean and covariances

of the embeddings corresponding to the real and generated

data, respectively. Similarly to [20], we compute FAD in

order to analyze the perceptual similarity between the gen-

erated audios with respect to the ground truth one, corre-

sponding to the original StarNet dataset.

To understand the content-preservation capabilities of

the model, following [35], we compute how the pitch con-

tours of generated ground truth audio tracks are dissimilar,

by calculating the mismatch between two sets of pitches A
and B through the Jaccard Distance

JD(A,B) = 1− |A ∩B|
|A ∪B| , (5)

where a lower value corresponds to a lower mismatch and

thus to a higher degree of similarity between the gener-

ated pitch contours. Pitch contours are computed using a

multi-pitch version of the MELODIA [36] as implemented

in the Essentia library [37], rounding pitches to the nearest

semitone. We report the values obtained by computing the

metrics on the test dataset in Table 1.

Objective Evaluation

Method FAD ↓ JD ↓
Universal Network (single) 7.09 0.53

DiffTransfer (single) 2.58 0.28

Universal Network (single/mixed) 10.47 0.64

DiffTransfer (single/mixed) 4.73 0.46

Music-STAR (mixture) 8.93 0.57

DiffTransfer (mixture) 4.37 0.38

Table 1: Objective Evaluation of the proposed DiffTrans-

fer Method compared to the baselines, in terms of Fréchet

Audio Distance (FAD) and Jaccard Distance (JD). Results

are averaged over all participants and over all the tracks

considered for each part of the test.

4.5 Subjective Evaluation

In order to evaluate subjectively the timbre transfer capa-

bilities, we perform a listening test with 18 human partici-

pants. The web page of the test is available at 3 . The test

was split into two parts corresponding to the single and

multiple instrument application scenarios, respectively.

During the single instrument part of the test, the users

listened to four tracks, corresponding to the four types of

conversions performed, namely: clarinet to strings, strings

to clarinet, piano to vibraphone, vibraphone to piano. Each

example consisted of two conditions, one obtained via the

DiffTransfer model and the other through the Universal

Network.

In the second part of the test, concerning multiple in-

strument timbre transfer, a total of four tracks were consid-

ered, two for the conversion from vibraphone/strings to pi-

ano/strings waveforms and two for the reverse conversion.

Each example consisted of four conditions, namely DiffS-

tar (single/mix), Universal Network (single/mix), DiffStar

(mixture) and Music-STAR (mixture).

Both the order of conditions and the order of examples

in each separate part of the test were randomized.

The participants were asked to rate the conditions in

terms of similarity with respect to the reference track on

a 5 elements Likert scale where 1 corresponds to bad and

5 to excellent. We report the results obtained through the

listening test in Table 2.

4.6 Discussion

By briefly inspecting both the objective and subjective re-

sults, reported in Table 1 and 2, respectively, it is clear how

the proposed DiffTransfer model outperforms the Univer-

sal Network and Music-STAR baselines both for what con-

cerns the single and multiple timbre transfer tasks.

When considering single timbre results, DiffTransfer is

able to achieve significantly better performances in terms

of FAD, Jaccard Distance and Perceived Similarity, with

respect to the Universal network. The gap between the two

methods becomes even more evident when considering the

3 https://listening-test-ismir-ttd.

000webhostapp.com/
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Subjective Evaluation

Method Similarity

Universal Network (single) 1.82

DiffTransfer (single) 3.68

Universal Network (single/mixed) 1.69

DiffTransfer (single/mixed) 3.78

Music-STAR (mixture) 2.89

DiffTransfer (mixture) 3.80

Table 2: Objective Evaluation of the proposed DiffTrans-

fer Method compared to the baselines, in terms of per-

ceived similarity with respect to the ground truth on a Lik-

ert scale from 1 (Bad) to 5 (Excellent). Results are aver-

aged over all test tracks.

single/mixed case, i.e. when single timbre transfer tracks

are mixed in order to form the desired mixture audio.

For what concerns the Music-STAR method, the gap

with respect to DiffTransfer remains high in terms of FAD,

but becomes less noticeable when considering JD and the

perceived subjective similarity.

5. CONCLUSION

In this paper, we have presented DiffTransfer a technique

for both single- and multi-instrument timbre transfer using

Denoising Diffusion Implicit models. The novelty of the

proposed approach lies in the fact that in addition to be-

ing, to the best of our knowledge, the first application of

diffusion models to timbre transfer, it is the first model to

be tested in order to perform single and multi-timbre trans-

fer, without varying the architecture depending on which

application is chosen. We compared the proposed model

with state-of-the-art Universal Network and Music-STAR

baselines through both objective evaluation measures and

a listening test, demonstrating the better capabilities of the

proposed DiffTransfer approach.

Future works will involve increasing the audio quality

of the generated audio, by taking into account the consis-

tency of subsequent generated spectrograms. Furthermore,

we plan on modifying the model in order to be able to

perform unpaired timbre transfer, which greatly eases the

dataset requirements and applicability of the technique.
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