ABSTRACT

Soft dynamic time warping (SDTW) is a differentiable loss function that allows for training neural networks from weakly aligned data. Typically, SDTW is used to iteratively compute and refine soft alignments that compensate for temporal deviations between the training data and its weakly annotated targets. One major problem is that a mismatch between the estimated soft alignments and the reference alignments in the early training stage leads to incorrect parameter updates, making the overall training procedure unstable. In this paper, we investigate such stability issues by considering the task of pitch class estimation from music recordings as an illustrative case study. In particular, we introduce and discuss three conceptually different strategies (a hyperparameter scheduling, a diagonal prior, and a sequence unfolding strategy) with the objective of stabilizing intermediate soft alignment results. Finally, we report on experiments that demonstrate the effectiveness of the strategies and discuss efficiency and implementation issues.

1. INTRODUCTION AND RELATED WORK

Deep neural networks (DNNs) have been commonly used in many music information retrieval (MIR) tasks, such as music transcription [1], or pitch class estimation (PCE) [2, 3]. The latter provides a widely-used feature representation for various subsequent processing pipelines, e.g., audio thumbnails [4], or chord recognition [3]. Deep learning-based feature extractors yield the highest prediction accuracy when trained on data from the same distribution, which is, however, often not readily available. Thus, one major challenge is the acquisition of a sufficient amount of correctly labeled training data. In classical music, it is often difficult to automatically annotate strongly aligned targets (short: strong targets), i.e., with frame-wise target labels, due to changes of tempo. On the other hand, weakly aligned targets (short: weak targets) only globally correspond to the input without containing frame-wise local alignments [5,6]. These weak targets are relatively easy to obtain, e.g., by only annotating start and end of an audio segment and deriving targets from the musical score. In our definition of weak targets, the order of the target vectors is correct, but their duration is unknown. Using weak targets in DNN training requires a loss function that aligns network predictions with the corresponding weak targets.

In classification tasks, one widely used technique for training DNNs with weakly aligned targets is the connectionist temporal classification (CTC) loss [7], which aligns network predictions with a sequence of discrete labels. Despite being extendable to multi-label problems such as multi-pitch estimation (MPE) [8], CTC remains limited to discrete targets and is algorithmically complex.

In contrast to CTC, dynamic time warping (DTW) can be used to measure similarity between two real-valued sequences and has been successfully applied in, e.g., music

Figure 1: Deviation of strong reference alignments (dashed green) and soft alignments (red) and stabilizing strategies. (a) Alignment mismatch of standard SDTW. Stabilizing alignments with (b) hyperparameter scheduling and (c) diagonal prior.
synchronization and structure analysis [9]. Recently, differentiable approximations of the minimum function [10–12] have been included in DTW, enabling the usage of the DTW principle in gradient-based optimization algorithms. The algorithm proposed in [10], soft dynamic time warping (SDTW), uses so-called soft alignments to compute a differentiable cost measure between sequences of different length. In [13], SDTW is used in the context of performance-score synchronization and [6] employed SDTW as a loss function to train DNNs for MPE with weakly aligned pitch annotations. Experiments in [6] indicated training instabilities with SDTW when the sequence lengths of inputs and targets are significantly different. This poses a severe problem in many MIR tasks, where sequences of input audio are typically very long, while weakly labeled targets, i.e., without note durations, are significantly shorter.

In this paper, we investigate the cause of training instabilities under the SDTW loss and show that it is due to a mismatch between the estimated soft alignment and the reference alignment (see Figure 1a) in the early stages of training. This mismatch causes incorrect parameter updates and the training may diverge. Therefore, we introduce and investigate strategies to decrease this alignment error to stabilize training. In particular, we analyze a hyperparameter scheduling strategy to yield smooth alignments in the early training phase (see Figure 1b) as well as the strategy of adding a diagonal prior to the SDTW cost matrix to initially favour diagonal alignments (see Figure 1c). Furthermore, we investigate a sequence unfolding approach, where we uniformly stretch the weak target sequence to the length of the input sequence as proposed in [6]. We choose DNN-based PCE as an exemplary task to study the training process of standard SDTW and the impact of our stabilizing strategies. We demonstrate that the hyperparameter scheduling and the diagonal prior strategies reliably reduce label mismatch in the early training stage and therefore lead to successful training.

The remainder of this article is structured as follows. First, in Section 2, we discuss the SDTW loss function and define the concept of soft alignments. Next, in Section 3, we introduce three conceptually different strategies for stabilizing DNN training under SDTW loss. After describing the experimental setup in Section 4, we evaluate cause and effect of training problems with SDTW in Section 5, along with the impact of our stabilizing strategies. Finally, we conclude with Section 6 and give an outlook to potential areas of future research regarding SDTW-based training in MIR.

2. INTRODUCTION TO SDTW

In this section, we introduce SDTW as a loss function in a DNN training framework and define the concept of soft alignments, closely following [10, 14].
targets $y_m$ constitute the overall SDTW cost and the DNN parameters can be successfully trained.

The hyperparameter $\gamma$, also termed temperature, controls the smoothness of the softmin function (2). Larger values of $\gamma$ lead to smooth minima in (3), i.e., with contributions of multiple alignments $A$, and therefore a “blurry” soft alignment matrix $E_C$ (see Figure 1b). On the other hand, small values of $\gamma$ promote “sharp” soft alignments $E_C$ with fewer non-zero entries (see Figure 1a), as (2) converges to the hard minimum function in the limit $\gamma \to 0$ and a single binary alignment $A$ becomes dominant in (3) and (4).

3. STABILIZING TRAINING WITH SDTW

In this section, we introduce three strategies for stabilizing SDTW-based training: hyperparameter scheduling, diagonal prior, and sequence unfolding.

3.1 Hyperparameter Scheduling

As described in Section 2, the softmin temperature parameter $\gamma$ controls the smoothness of the SDTW soft alignments. While a low value of $\gamma$ is desirable to ensure exact correspondences between predictions and targets due to sharp alignments, the latter are problematic in the initial training phase as inaccurate predictions from randomly initialized network parameters lead to erroneous alignments, thus hampering convergence. Therefore, as a first strategy to stabilize SDTW training, we discuss an epoch-dependent scheduling of $\gamma$. Starting a training with a large softmin temperature $\gamma_{\text{start}} = 10$ makes the soft alignment fuzzier, which leads to coarse, yet mostly meaningful target assignments (see Figure 1b). After ten epochs with $\gamma = 10$, when the trained network predicts meaningful features, we linearly reduce $\gamma$ during the following ten epochs to a final value of $\gamma_{\text{final}} = 0.1$, which stays constant for the remaining training.

3.2 Diagonal Prior

On average, the correct alignment of two sequences with arbitrary symbol durations has a higher probability to be close to the diagonal than to deviate from it. Therefore, as a second approach to stabilize the initial training phase, we investigate an additive prior $P \in \mathbb{R}^{N \times M}$ which penalizes elements of the cost matrix $C$ that are far from the diagonal (see Figure 2 for an illustration of a prior matrix). A similar strategy was employed in [15] for restricting speech-text alignments to the diagonal. Assuming equal symbol durations, the diagonal alignment of a target $y_m$ starts at input frame $q_m = \lceil \frac{N_m}{M} \rceil$ and ends at $q_{m+1} - 1$. To yield no penalty along the diagonal and a smoothly increasing penalty for distant alignments, we define the elements of the prior matrix as

$$
P(n, m) = 1 - \begin{cases} 1, & q_m \leq n < q_{m+1} \\
\exp \left( \frac{(n - q_m)^2}{2\nu} \right), & n < q_m \\
\exp \left( \frac{(n - q_{m+1})^2}{-2\nu} \right), & n \geq q_{m+1}, \end{cases}
$$

where the parameter $\nu$ controls the sharpness of the prior. In our experiments, we use $\nu = 1000$. Finally, the prior matrix is added to the cost matrix with a weight $\omega$ to obtain the penalized cost matrix

$$
C_P := C + \omega P,
$$

which replaces $C$ in (3) to (6). Similarly to the hyperparameter scheduling strategy, we choose a constant prior weight $\omega = 3$ during the first five epochs and then linearly reduce it to $\omega = 0$ during the following five epochs.

Note that the numerical parameters for the strategies presented in Sections 3.1 and 3.2 were determined empirically by the authors and small changes did not affect the training performance. However, when training on sequences of different length, with a different learning rate, or other DNN types, parameters should be adjusted on a validation set. As presented in Section 5, analysis of the soft alignment matrix $E_C$ provides a good indication of the current alignment stability.

3.3 Sequence Unfolding

Based on the observation that equal sequence lengths stabilize SDTW training, a third strategy is to uniformly unfold the target sequence (see also [6]). The unfolded target sequence $Y^U = \{y_0^U, y_1^U, \ldots, y_{N-1}^U\}$ is constructed by uniformly repeating elements from the weakly aligned target sequence, i.e., setting

$$
y_n^U \leftarrow Y_{\lfloor \frac{n}{M} \rfloor},
$$

to yield equal sequence lengths of the predictions $X$ and the targets $Y^U$. Note that the repetition of target vectors introduces ambiguities, leading to multiple optimum alignments.

4. EXPERIMENTAL SETUP

In this section, we describe the task for our case study, the employed dataset, as well as the used DNN architecture and the training procedure.

4.1 PCE Task

We choose PCE from music recordings as an illustrative case study to investigate the problems of the SDTW loss function and the effect of the stabilizing strategies. In our experimental setting, a DNN takes $N$ frames of input audio (including context) and, for all frames, predicts twelve-dimensional pitch class activation vectors $X$ (see Figure 3
were annotated manually [16] and constitute the test set. For training and evaluation we choose sequences of length $N = 500$, corresponding to approximately $8.7$ s of audio at a sampling rate of $22,050$ Hz and a hop length of $384$ samples. In order to generate weak training targets $Y$ from SWD (which provides strongly aligned pitch class annotations $Y^S$, see Figure 3a), we remove all adjacent repetitions of a pitch class vector (see Figure 3b) [5]. We choose an excerpt from the song Frühlingstraum, performed by Randall Scarlata (SC06), as a running example (see Figure 3) to visualize the soft alignment matrices (see Figure 4).

4.3 DNN Architecture and Training

We adapt a conceptually simple and musically motivated five-layer convolutional neural network (CNN) from [3,5] with $43383$ trainable parameters to predict twelve-dimensional pitch class activation vectors from an input sequence. Table 1 provides an overview of the architecture. We choose the harmonic constant-Q transform (HCQT) [17] with five harmonics as an audio feature representation, spanning six octaves at a resolution of three bins per semitone (resulting in $216$ frequency bins starting from C1), a hop length of $384$ samples and a frame rate of $57.4$ Hz. From an input sequence of length $N + 74$, the CNN sequentially predicts $N$ vectors of pitch class activations. For the prediction of one frame, the CNN’s receptive field covers $37$ adjacent context frames on each side. Leaky ReLU with a negative slope of $0.3$ is used as a non-linearity after all hidden convolutional layers and sigmoid activation is used after the final layer. The dropout rate is set to $0.2$. All models are trained using the Adam optimizer [18] with a batch size of $32$ and an initial learning rate of $0.001$. We reduce the learning rate by a factor of two if the validation loss did not decrease during the last four epochs, and terminate the training if the validation loss did not decrease during the last twelve epochs. At the end of training, the model from the epoch with the lowest validation loss is restored. The source code for reproducing our experiments, as well as the trained models are available on github.com/groupmm/stabilizing_sdtw.
<table>
<thead>
<tr>
<th>Loss</th>
<th>Targets</th>
<th>(\gamma)</th>
<th>Strategy</th>
<th>F-measure mean</th>
<th>std</th>
</tr>
</thead>
<tbody>
<tr>
<td>MSE</td>
<td>strong</td>
<td>-</td>
<td>-</td>
<td>0.82</td>
<td>0.07</td>
</tr>
<tr>
<td>SDTW</td>
<td>weak</td>
<td>0.1</td>
<td>-</td>
<td>0.56</td>
<td>0.37</td>
</tr>
<tr>
<td>SDTW</td>
<td>weak</td>
<td>0.3</td>
<td>-</td>
<td>0.63</td>
<td>0.32</td>
</tr>
<tr>
<td>SDTW</td>
<td>weak</td>
<td>1.0</td>
<td>-</td>
<td>0.24</td>
<td>0.36</td>
</tr>
<tr>
<td>SDTW</td>
<td>weak</td>
<td>3.0</td>
<td>-</td>
<td>0.31</td>
<td>0.38</td>
</tr>
<tr>
<td>SDTW</td>
<td>weak</td>
<td>10.0</td>
<td>-</td>
<td>0.57</td>
<td>0.37</td>
</tr>
<tr>
<td>SDTW</td>
<td>weak</td>
<td>10 \to 0.1</td>
<td>hyp. sched.</td>
<td>0.80</td>
<td>0.04</td>
</tr>
<tr>
<td>SDTW</td>
<td>weak</td>
<td>0.1</td>
<td>diag. prior</td>
<td>0.81</td>
<td>0.02</td>
</tr>
<tr>
<td>SDTW</td>
<td>weak</td>
<td>0.1</td>
<td>seq. unfold.</td>
<td>0.53</td>
<td>0.04</td>
</tr>
</tbody>
</table>

Table 2: Averaged test results for DNNs trained on strongly aligned reference targets as well as DNNs trained with SDTW on weakly aligned targets using either the standard configuration or the discussed stabilization strategies. We report the mean (higher is better) and standard deviation (lower is better) of the F-measure.

5. EVALUATION

In this section, we investigate the training process as well as the prediction accuracy under the standard SDTW loss, and compare it to the discussed stabilizing strategies. For quantitative evaluation, we repeat all DNN trainings ten times from random initializations. For the test set predictions of each trained model, we compute the F-measure w.r.t. time-pitch class bins using a threshold of 0.5. The mean and standard deviation of the F-measures from all trained models are displayed in Table 2.

5.1 Baseline: Strongly Aligned Targets

As a first baseline and an upper bound for all following experiments, we consider DNN training with strongly aligned targets \(Y^S\). For the sequence lengths \(M = N = 500\) and an MSE loss function, the networks achieve the overall highest mean F-measure of 0.82 with a standard deviation of 0.07 on the test set.

5.2 Standard SDTW

We next analyze DNN training with weak targets \(Y\) and the unmodified SDTW formulation from [10, 19] as a loss function. We investigate five different values of \(\gamma \in \{0.1, \ldots, 10\}\) which we keep constant during training. Analyzing the mean F-measure on the test set in Table 2, the five variants with standard SDTW yield comparably low results between 0.24 and 0.57, and high standard deviations between 0.32 and 0.38. Between 20\% \((\gamma = 0.3)\) and 70\% \((\gamma = 1.0)\) of all training runs converged to the all-zero output, indicating a highly unstable training process of standard SDTW. In order to determine the cause of these instabilities, we analyze the quality of automatically generated soft alignments in the SDTW algorithm by visualizing the soft alignment matrix for the running example after training epochs one and 25, respectively. To highlight the effects of small and large values of \(\gamma\), we focus on the edge cases \(\gamma \in \{0.1, 10.0\}\). For \(\gamma = 0.1\), the estimated soft alignment exhibits a sharp structure (see Figure 4a), which, after a collapse to a single target frame at epoch one, still only marginally overlaps with the reference alignment after 25 epochs. This sharp and erroneous soft alignment causes unstable gradient updates and leads to the collapse of many training runs. When choosing a large softmin temperature \(\gamma = 10\), SDTW yields “blurry” soft alignments (see Figure 4b) which at least partially capture the actual target frames in early epochs and coincide well with the reference alignments as training progresses. However, a blurry soft alignment also leads to blurry network predictions as multiple target frames are aligned to each predicted frame, thus resulting in a low F-measure when compared to strongly aligned targets.

5.3 Stabilizing Strategies

After evaluating the unsatisfactory training behavior of standard SDTW, we investigate the effect of the previously
introduced training strategies in the following section. We empirically choose $\gamma = 0.1$ as the final softmin temperature in all following experiments, as sharp alignments are necessary for training an estimator with frame-wise precision.

5.3.1 Hyperparameter Scheduling

First, we combine the advantages of high and low values of $\gamma$ in a hyperparameter scheduling strategy. Starting a training with $\gamma = 10$, the soft alignment matrix for our running example after one epoch is blurry and at least partially overlapping with the reference alignment (see Figure 4c). The successive reduction to $\gamma = 0.1$ until epoch 20 permits sharp alignments at a later training stage. Indeed, Figure 4c shows a soft alignment after epoch 25 which is sharp and coincides well with the reference. The mean F-measure (0.80) in Table 2, as well as the standard deviation (0.04), are the second best of all SDTW-based training setups. However, as the softmax function in (2) is a lower bound for the minimum function [12] which becomes tight for $\gamma \to 0$, the SDTW loss is increasing when decreasing $\gamma$, despite unchanged network parameters. Therefore, this strategy does not allow for loss-based learning rate scheduling and early stopping before $\gamma$ is set to its final value.

5.3.2 Diagonal Prior

The second strategy stabilizes SDTW trainings with low values of $\gamma$ by adding a penalty cost to off-diagonal elements of the cost matrix. For our running example in Figure 4d, the soft alignment is indeed close to the diagonal after the first training epoch. As, on average, the alignments are diagonal, this often leads to correct assignments of predictions and targets even for randomly initialized DNNs. When the prior weight $\omega$ is reduced to zero after the initial training phase, the network is still able to adapt to off-diagonal alignments, as seen in our running example in Figure 4d. Analyzing the performance metrics in Table 2, using a diagonal prior yields the highest mean F-measure (0.81) and the lowest standard deviation (0.02) of all SDTW variants, almost reaching the mean F-measure of the baseline experiments with strong targets and element-wise MSE loss. Moreover, when the prior weight $\omega$ is reduced during training, the loss also decreases and therefore learning rate scheduling and early stopping are possible from the beginning.

5.3.3 Sequence Unfolding

Last, we investigate the strategy of unfolding the weak target sequence to the length of the input, which was employed in [6]. For this strategy, we observe fully diagonal soft alignments in the initial training phase, as visualized for our running example in Figure 4e. This is caused by the equal length of the predicted and the target sequence, which can be aligned using only diagonal steps. In the SDTW formulation from [10], the cost of a diagonal step is equal to the cost of a vertical or horizontal step. Thus, for a uniform cost matrix (which is probable at the initial training phase due to random network initialization), taking a diagonal step only accumulates half the cost compared to going “around the corner”, i.e., one step in the vertical and one in the horizontal direction, or vice versa. This diagonalizing behavior leads, on average, to decent soft alignments in the early training phase (as discussed in Section 5.3.2). However, in contrast to the additive diagonal prior strategy, the implicit diagonalization of alignments is not reduced during the training, as can be seen in Figure 4e, which still exhibits strong diagonal components after 25 training epochs. Thus, the softly aligned SDTW targets seldom match the reference targets and performance remains low, resulting in a mean F-measure of 0.53 in Table 2.

Note that the sequence unfolding strategy adds a significant computational overhead compared to the previous two strategies, as unfolding always corresponds to using a target sequence length of $M = N$. The forward and backward pass of the SDTW loss function both have linear complexity w.r.t. the sequence lengths $O(MN)$ [10]. Thus, in our setting with $N = 500$ and a mean length of the weak target sequences in the test set of $M = 24$, the unfolding strategy leads to an increase in the computational cost of the SDTW loss by a factor of more than 20.

6. CONCLUSION AND OUTLOOK

In this paper, we analyzed DNN training instabilities with SDTW as a loss function by the example of PCE. By analysis of the soft alignment matrix, we argued that alignment mismatch in the early training phase often causes a collapse of the training procedure. Motivated by these findings, we investigated three strategies for stabilizing the early training phase. We found that the previously applied strategy of unfolding the weakly aligned target sequence leads to almost exclusively diagonal alignments due to a naive weighting of horizontal, vertical, and diagonal alignment steps. Furthermore, this strategy is computationally inefficient, as it increases the target sequence length. In contrast, the two introduced strategies of hyperparameter scheduling and diagonal prior can be implemented with negligible additional computational cost and stabilize SDTW-based training by two different mechanisms. The hyperparameter scheduling strategy promotes smooth alignments in the early training phase, which increases the probability of the predicted frame being at least partially aligned to the correct target. Penalizing off-diagonal alignments in the SDTW cost matrix by an additive diagonal prior is a strategy that initially restricts the soft alignment to a region of high probability. Experimental evaluation showed that these strategies reliably stabilize the SDTW training process. Implementing them as a default in the SDTW loss highly increases convergence rates.

Future research on SDTW-based loss functions in MIR applications might incorporate musically informed prior information, e.g., based on note durations or tempo annotations extracted from the musical score. Furthermore, the preference of diagonal alignment steps could be addressed by choosing different step weights.
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