
MoisesDB: A DATASET FOR SOURCE SEPARATION BEYOND 4-STEMS

Igor Pereira Felipe Araújo Filip Korzeniowski Richard Vogl

Moises Systems Inc., Salt Lake City, USA.
igor@moises.ai

ABSTRACT

In this paper, we introduce the MoisesDB dataset for
musical source separation. It consists of 240 tracks from
45 artists, covering twelve musical genres. For each song,
we provide its individual audio sources, organized in a
two-level hierarchical taxonomy of stems. This will facili-
tate building and evaluating fine-grained source separation
systems that go beyond the limitation of using four stems
(drums, bass, other, and vocals) due to lack of data. To
facilitate the adoption of this dataset, we publish an easy-
to-use Python library to download, process and use Moi-
sesDB. Alongside a thorough documentation and analysis
of the dataset contents, this work provides baseline results
for open-source separation models for varying separation
granularities (four, five, and six stems), and discuss their
results.

1. INTRODUCTION

Source separation is the task of splitting an audio signal
into separate signals for each signal source. For music, the
signal sources are the instruments that appear in the track,
e.g.: guitar, bass, piano, drums, and vocals.

Music source separation is a relevant task within mu-
sic information retrieval. While it can be used as a pre-
processing step for other tasks (e.g. voice separation for
f0 tracking), source separation enables diverse applications
on arbitrary music tracks that would need manual creation
of stems otherwise. For example, in the context of music
education, the creation of play-along tracks for students,
facilitating by-ear transcription of relevant instruments, or
automatic creation of karaoke backing tracks. Such appli-
cations are relevant for industry, as demonstrated by initia-
tives like the demixing challenges 1 .

State-of-the-art source separation systems are usually
built using neural-network-based machine learning sys-
tems, trained in a supervised way [1–3]. In order to train
these systems, a large amount of training data is required.
For supervised approaches, the training data is represented

1 https://www.aicrowd.com/challenges/
music-demixing-challenge-ismir-2021/sound-demixing-challenge-2023
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Dataset Year No. of Tracks Stems / Multitracks

MedleyDB [4] 2014 122 Multitracks
MedyleyDB-V2 [5] 2016 196 Multitracks

DSD100 [6] 2015 100 4 Stems
MUSDB18 [7] 2017 150 4 Stems
MUSDB18-HQ [8] 2019 150 4 Stems

MoisesDB 2023 240 Multitracks

Table 1. Overview of publicly released datasets for music
source separation. The datasets are grouped according to
the set of tracks they contain. For example, DSD100 is a
subset of MUSDB18. Additionally, 46 songs from Med-
leyDB are also used in MUSDB18.

by pairs of i. a mixed audio track and ii. a set of so-
called stems that, when combined, recreate the audio track.
Stems are audio signals containing only one (or a group
of related) sources, i.e. instruments. A pair of one mixed
track and its corresponding stems constitutes one training
example.

Besides the large amount of manual work involved in
any large-scale dataset creation, this kind of data is es-
pecially hard to come by for several reasons. Whenever
dealing with music audio data, legal issues may arise by
collecting and sharing a dataset. The copy and distribu-
tion rights for most music are held by music publishers
and record labels and are enforced rigorously. Obtaining
the audio recordings for the individual instruments (stems)
along with the final mix may expose recording, mixing,
and mastering techniques of the recording studios, respon-
sible for producing a track, which is why recording stu-
dios may oppose the publishing of stems in order to keep
their trade secrets. Finally, processing, exporting, and or-
ganizing stems from recording projects (often from a digi-
tal audio workstation) is a considerable task. Usually, these
recording projects are created without considering the re-
quirement of exporting instrument stems. All these fac-
tors hinder the creation and release of multitrack and stem
datasets.

While there exist source separation datasets aimed at a
specific task, like vocal separation [9, 10], these are only
of limited relevance for the more general task of splitting
audio tracks up into stems. A majority of the existing
stem datasets [6, 8] use a limited taxonomy of four stems,
namely: vocals, drums, bass, and other. While this has
become a de-facto standard for works on source separa-
tion [1–3] due to the availability of data and comparability
of results, this is a strong limitation of the resulting mod-
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Figure 1. Artist distribution of MoisesDB.
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Figure 2. Genre distribution of MoisesDB.

els. For many practical applications, separation of other,
widely used instruments may be relevant: e.g. guitars,
keys, strings, etc.

Datasets featuring individually recorded tracks (multi-
track, e.g. [5]), as well as other collections of multitrack
recordings, like Open Multitrack Testbed [11], do exist.
However, these are not prepared to be used for source sep-
aration, out of the box, and may come with license restric-
tions. Looking at recent source separation publications,
we see that non-public data usually represents the bulk of
training data (e.g. Bean dataset [12] in [1]; 800 tracks of
undisclosed source in [3]). This hints that by only using
publicly available data, it is not possible to train compet-
itive source separation models. Thus, there is a need for
more free data featuring a more detailed taxonomy, in or-
der to be able to successfully train and test robust source
separation models with the capability to separated more
stems.

To improve the current situation, we introduce Moi-
sesDB, a multitrack dataset featuring track annotations and
a taxonomy to group individual tracks into stems. This
dataset is offered free of charge for non-commercial re-
search use only. It consists of 240 music tracks from differ-
ent artists and genres with a total duration of over 14 hours.
Along with the dataset, we provide baseline performance
values for state-of-the-art source separation systems.

The remainder of this work is structured as follows:
Section 2 covers related work and contrasts it with the
dataset presented here. Section 3 discusses the details
of MoisesDB. Section 4 introduces baseline performance
evaluation statistics using freely available source separa-
tion models. Finally, Section 5 provides concluding re-
marks.

Stem Track

Bass Bass Guitar, Bass Synthesizer, Contrabass

Bowed Strings Cello, Cello Section, Other Strings, String Sec-
tion, Viola Section, Viola Solo

Drums Cymbals, Drum Machine, Full Acoustic
Drumkit, Hi-Hat, Kick Drum, Overheads,
Snare Drum, Toms

Guitar Acoustic Guitar, Clean Electric Guitar, Dis-
torted Electric Guitar

Other Fx

Other Keys Organ, Electric Organ, Other Sounds, Synth
Lead, Synth Pad

Other Plucked Banjo/Mandolin/Ukulele/Harp

Percussion A-Tonal Percussion, Pitched Percussion

Piano Electric Piano, Grand Piano

Vocals Background Vocals, Lead Female Singer, Lead
Male Singer, Other

Wind Brass, Flutes, Other Wind, Reeds

Table 2. MoisesDB stem-track taxonomy used to organize
individual tracks into stems.
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Figure 3. Number of stems per track in MoisesDB.

2. RELATED WORK

In the past, several multitrack and stem datasets have been
published by the community (see Tab. 1). This section will
discuss their properties and set the context for the dataset
presented in this work. Since the main focus of this work
is source separation into as many stems as possible, single
stem focused datasets (e.g. voice separation datasets [9,
10]) will be mainly ignored.

In 2014, Bittner et al. released the MedleyDB dataset
[4], which comprises 122 songs in multitrack format. It
was extended by 74 songs (totalling 196 songs) in 2016,
and published as MedleyDB 2.0 [5]. The dataset provides
audio files in a hierarchical structure, where the final mix
is split into multiple stems, each containing numerous raw
audio sources (multitracks). Besides the multitrack data,
the MedleyDB dataset provides an extensive list of meta-
data, such as artist, track name, origin, genre, and pro-
ducer, amongst others. Additionally it provides multiple
annotations, such as instrument activation, melody, and
pitch.

The annotations in MedleyDB make it useful for many
MIR tasks, including the source separation of diverse in-
struments. However, the shortcoming of MedleyDB for
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Figure 4. Distribution of stems in MoisesDB.

from moisesdb.dataset import MoisesDB

db = MoisesDB(data_path='./moises-db-data')

n_songs = len(db)

track = db[0]

# mix multitracks to stems

stems = track.stems

# stems = {

# 'vocals': np.ndarray (stem audio data),

# 'bass': np.ndarray (stem audio data),

# ...}

mixture = track.audio # mixture: np.ndarray

track.save_stems('./stems/track_0') # save mixed stems

Listing 1: Usage of the MoisesDB Python package.

music source separation is the way it organizes tracks into
stems. While it provides instrument information for each
of them, and functional annotations for stems (such as
“melody” or “bass”), stems are not meaningfully labelled,
only numbered. As a result, stem 01 of one song may
be the drum kit, while stem 01 of a another mix is the
bassoon. Furthermore, instruments—and thus tracks—are
grouped according to how they physically produce their
sound, rather than their role in the mix of a song. For ex-
ample, the “drum machine” falls into the same category
as “electric piano”, namely “electric→electronic”. These
shortcomings make it cumbersome to use for music source
separation out of the box and significant work has to be
done in order to use it for this task.

In 2016, Liutkus et al. released the DSD100 [6] dataset
as part of the 2016 signal separation evaluation campaign
to develop and benchmark source separation models. It
contains 100 songs and uses the the four-stems taxonomy
(vocals, drums, bass, and other). Later, in 2017, Rafii et
al. extended DSD100 to 150 songs by adding 46 pieces
from MedleyDB, and including four previously unreleased
recordings from commercial providers. This dataset be-
came known as the MUSDB18 [7] dataset, and was used
for the the 2018 signal separation evaluation campaign.
In 2019, Z. Rafii et al. released an uncompressed ver-
sion of the MUSDB18 dataset, MUSDB18-HQ [8]. As its
predecessor DSD100, this dataset provides four stems—
vocals, drums, bass, and other—as well as linear mixes.
MUSDB18 is widely used to train and benchmark source
separation models, but the limited number of stems pre-
vents researchers from building more granular source sep-
aration systems.
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Figure 5. Loudness and Dynamic Range distribution of
tracks in MoisesDB. For a comparison with commercially
mixed and mastered songs, we sampled 240 tracks from
the HarmonixSet [13].

In summary, data for training granular source separa-
tion systems is scarce: the 150 tracks from MUSDB18
are ready to use, but offer only four stems to separate;
the 140 remaining tracks from MedleyDB (46 of the orig-
inally 196 are already part of MUSDB18) are not orga-
nized in a way that easily supports source separation re-
search. This issue is also reflected in the fact that state-
of-the-art source separation models often use larger, non-
public datasets for training [1, 3], or have to resort to syn-
thetic training data (e.g. [14, 15]). Other works find that
MUSDB18’s "source groupings remain overly coarse for

many real-world remixing applications." [16]. To address
these issues and to foster more research in music source
separation, we created the MoisesDB dataset.

MoisesDB comprises the largest publicly available set
of multitrack audio recordings—240 previously unreleased
songs—organized in a taxonomy that reflects the needs
of source separation systems (as detailed in Sec. 3.1).
The large number of songs, the diverse types of stems
and tracks, and their organization in a source-separation-
focused taxonomy will allow researchers to build their own
stems according to their own requirements, and thus de-
velop more granular source separation systems.

3. DATASET

MoisesDB consists of 240 songs by 47 artists that span
twelve high-level genres. Both artists and genres follow
a power-law-like distribution, where the majority of songs
belong to few genres and are performed by few artists—see
Fig. 1 and 2. The total duration of the dataset is 14 hours,
24 minutes and 46 seconds, where the average recording is
3:36 seconds, with a standard deviation of 66 seconds.
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Figure 6. Distribution of tracks in MoisesDB.

3.1 Stem Taxonomy

Modern song recordings consist of multiple recorded
tracks, which can be grouped and down-mixed into a
smaller number of stems. For example, the “drums” stem
might comprise tracks for the snare drum, the bass drum,
hi-hat, cymbals, and so on. MoisesDB provides all individ-
ual tracks for each song, grouped into stems by the taxon-
omy shown in Table 2. This taxonomy reflects the record-
ing & mixing process, and thus facilitates its reversal—
music source separation—by grouping the raw tracks into
semantically labeled stems. This also means that songs
may consist of different numbers of stems, as shown in
Fig. 3. MoisesDB thus facilitates many future research di-
rections: source separation models for a larger number of
stems, data augmentation through mixing stems on-the-fly
from their tracks, or separation of individual tracks from a
stem, to name a few.

Given the genres of the songs in MoisesDB, certain
stems are more common in the dataset than others: “vo-
cals”, “drums”, and “bass” appear on virtually every song,
while “wind” is rare. Similarly, certain tracks appear much
more frequently than others, both within stems (“bass gui-
tar” vs. “contrabass”) and between stems (“snare drum”
vs. “cello”). Figs. 4 and 6 show the distributions of stems
and sources, respectively.

We anticipate that this imbalance will present a chal-
lenge in training source separation models for underrep-
resented stems, as it is likely that certain tracks, such as
“other plucked” tracks, will still be difficult to distinguish
from “guitar” tracks if trained solely on MoisesDB. How-
ever, the available data provides an opportunity for re-
searchers to better identify and characterize errors made
by their models. For instance, instead of simply observing
that the separated “other” stem bleeds into “guitar,” Moi-
sesDB enables researchers to pinpoint this issue to tracks
where “other” includes plucked instruments.

3.2 Recording and Mastering

The songs in MoisesDB are professionally recorded in
stereo. The individual tracks are combined additively to
create stems, which are then mixed together to produce the
final version of the song. Due to technical limitations dur-
ing recording, minuscule bleeding from other stems may
be present for some of the tracks. No compression, equal-
ization, or other effects are used during the mixing pro-
cess, and the songs are not subjected to mastering. As a
result, the song mixes have a lower loudness and a higher
dynamic range than professionally mastered commercial
songs. This raises concerns about the distributional shift
between un-mastered training data and commercial record-
ings. Indeed, Jeon and Lee [17] have found that training
separation models using mastered mixes can improve sep-
aration quality. However, providing un-mastered mixes is
common in existing datasets such as MUSDB18, and mod-
els such as HT-Demucs [3] generalize reasonably well to
mastered recordings, even if trained on un-mastered data.

Figure 5 shows the loudness and dynamic range dis-
tributions for the dataset, where loudness is measured in
LUFS (Loudness Units relative to Full Scale) [18], and
Dynamic Range is computed based on the definitions of
the “Pleasurize Music Foundation” as implemented in the
“DR14 T.meter” software 2 .

3.3 Python Library

With MoisesDB comes a Python library that facilitates
working with the dataset by parsing metadata and auto-
matically building stems and mixes. Listing 1 shows an
example usage of the library. The code shown there initial-
izes the library, retrieves the number of tracks, creates the
stems and the full mix, and saves the individual stems to a
directory. For a detailed and up-to-date documentation, we
refer the reader to the GitHub repository 3 .

2 https://github.com/simon-r/dr14_t.meter
3 https://github.com/moises-ai/moises-db

Proceedings of the 24th ISMIR Conference, Milan, Italy, November 5-9, 2023

622



-5
0
5

10
15
20 vocals bass drums other

-5
0
5

10
15
20

SD
R 

[d
B]

vocals bass drums other piano

HT-DEMUCS

SPLEETER

IBM IRM MWF
-5
0
5

10
15
20 vocals

HT-DEMUCS

SPLEETER

IBM IRM MWF

bass

HT-DEMUCS

SPLEETER

IBM IRM MWF

drums

HT-DEMUCS

SPLEETER

IBM IRM MWF

other

HT-DEMUCS

SPLEETER

IBM IRM MWF

piano

HT-DEMUCS

SPLEETER

IBM IRM MWF

guitar

4 stems

5 stems

6 stems

Figure 7. SDR values of each group of sources, for IBM, IRM, MWF, Demucs, and Spleeter source separation methods.

4 stems (N = 235)

HT-Demucs Spleeter IBM IRM MWF
Mean ± Std Mdn Mean ± Std Mdn Mean ± Std Mdn Mean ± Std Mdn Mean ± Std Mdn

vocals 10.05 ± 2.48 9.62 7.61 ± 2.45 7.27 9.02 ± 2.13 8.67 10.72 ± 2.03 10.37 10.72 ± 2.11 10.27
bass 11.64 ± 3.35 11.99 6.46 ± 2.26 6.57 6.46 ± 2.08 6.31 8.43 ± 2.03 8.20 8.68 ± 2.07 8.38
drums 10.94 ± 2.30 10.91 6.65 ± 1.72 6.64 7.33 ± 1.77 7.30 8.98 ± 1.68 8.92 9.01 ± 1.67 8.83
other 7.00 ± 2.76 7.30 4.45 ± 2.26 4.69 5.77 ± 1.72 5.61 7.74 ± 1.65 7.57 7.90 ± 1.65 7.79
overall 9.91 ± 3.27 9.69 6.29 ± 2.47 6.24 7.14 ± 2.28 6.99 8.97 ± 2.16 8.81 9.08 ± 2.15 8.87

5 stems (N = 104)

vocals 6.99 ± 1.97 6.74 8.29 ± 1.66 8.08 9.94 ± 1.59 9.75 10.01 ± 1.71 9.68
bass 6.26 ± 2.27 6.28 6.13 ± 2.15 5.86 8.02 ± 2.07 7.82 8.32 ± 2.08 8.03
drums 6.89 ± 1.88 6.97 7.67 ± 1.94 7.87 9.29 ± 1.84 9.34 9.32 ± 1.84 9.36
other 1.97 ± 1.76 2.09 4.04 ± 1.47 4.13 6.00 ± 1.44 6.01 6.10 ± 1.48 6.19
piano 1.17 ± 1.86 0.75 3.04 ± 2.37 2.55 4.99 ± 2.32 4.60 5.30 ± 2.46 4.79
overall 4.66 ± 3.20 5.02 5.12 ± 2.81 4.87 7.65 ± 2.66 7.60 7.81 ± 2.66 7.83

6 stems (N = 88)

vocals 9.55 ± 1.87 9.39 8.09 ± 1.51 7.98 9.73 ± 1.46 9.61 9.81 ± 1.49 9.61
bass 11.93 ± 2.87 12.13 6.04 ± 1.98 5.83 7.92 ± 1.93 7.73 8.24 ± 1.96 8.03
drums 11.02 ± 2.44 11.28 7.58 ± 1.96 7.79 9.19 ± 1.86 9.21 9.23 ± 1.85 9.25
other 0.28 ± 1.84 0.39 2.85 ± 1.76 2.74 4.67 ± 1.76 4.57 4.72 ± 1.82 4.55
piano 1.60 ± 1.68 1.64 2.78 ± 1.61 2.49 4.71 ± 1.61 4.47 4.97 ± 1.74 4.70
guitar 3.07 ± 1.81 3.16 3.35 ± 1.54 3.44 5.28 ± 1.54 5.36 5.41 ± 1.65 5.46
overall 6.24 ± 5.17 6.05 5.12 ± 2.81 4.87 6.91 ± 2.70 6.69 7.06 ± 2.73 6.89

Table 3. Mean, standard deviation (Std), and median (Mdn) of the SDR in dB for each Model/Method and stem type. The
varying number of available tracks is denoted by N. Overall indicates performance over all tracks regardless of stem group.
Best results are marked in bold.
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4. BENCHMARKING

In order to establish reference values for each track of
the MoisesDB dataset, we computed the Source to Dis-
tortion Ratio (SDR) [19] scores for Ideal Binary Mask
(IBM) [20], Ideal Ratio Mask (IRM) [21], and Multichan-
nel Wiener Filter (MWF) [22] oracle separation methods.
Additionally, we assessed SDR scores for two popular pub-
lic available and open-source architectures: Hybrid Trans-
former Demucs (HT-DEMUCS) [3] and Spleeter [1]. The
SDR scores were calculated for three different groups of
sources: four, five, and six stems. Given the architecture of
the open-source models, results for Spleeter are available
for four and five stems, and for HT-DEMUCS for four and
six stems.

The SDR measure [19] represents how much of the en-
ergy in a true source signal is preserved in an estimated
source signal after applying a separation algorithm. The
equation can be defined as

SDR = 10 log
10

∑
n
|s(n)|

2
+ ϵ

∑
n
|s(n)− ŝ(n)|

2
+ ϵ

, (1)

where s(n) represents the true source signal at time n, ŝ(n)
represents the estimated source signal at time n, and the
result is given in decibels (dB).

Table 3 shows the SDR values in dB for each group
of stems (4, 5, and 6) evaluated in this benchmark. For
a better comparison, we chose the stems available in the
open-source models: vocals, bass, drums, other, guitar, and
piano. We also pick tracks containing at least all the stems
chosen for each group, which explains the distinct number
of tracks in Table 3. Songs with more individual tracks
than the ones specified for each group were merged into
the “other” stem using a linear sum strategy.

Figure 7 depicts boxplots representing the distribution
of the SDR metric for both oracle and separation methods,
calculated for each group of tracks comprising 4, 5, and
6 stems. The groups of stems evaluated were vocal, bass,
drums, other, piano, and guitar. Detailed results for every
track and each stem are provided in the GitHub 3 reposi-
tory.

The first fact that calls our attention can be seen in
Figure 7, where the SDR results of IRM and MWF ora-
cle methods did not show a significant difference for all
groups of stems. The striking fact is the performance of
HT-DEMUCS architecture, which outperforms the oracle
methods for bass and drums stems, for the groups of 4
and 6 stems tracks, as we can see in Figures 7 A and
C, respectively. Those results contrast with the slightly
worse performance of HT-DEMUCS for other, piano, and
guitar stems, compared with oracle methods, as seen in
Figure 7 C.

5. CONCLUSION

In this work, we introduced MoisesDB, a multitrack
dataset with a hierarchical taxonomy aimed at more-
than-four-stems source separation. We set the context
by analysing the current landscape of source separation
datasets and presented a comparison with other relevant
datasets along with a detailed analysis of MoisesDB.
Specifically, we discussed the organizational taxonomy fo-
cused on source separation, the distribution over track du-
ration, the distribution over genres, and the number of
songs for each stem and source available in the dataset.

Moreover, we include performance results for two pub-
licly available source separation methods: HT-Demucs,
which has the best overall SDR score evaluated on the
MUSDB18 test set, and Spleeter, which was one of the first
source separation models released and adopted by the gen-
eral public. We also added results for a few masking-based
oracle methods: IBM, IRM, and MWF, which indicate the
theoretical performance limits for mask-based source sep-
aration models. Additionally, we provide an easy-to-use
Python library to access the data which allows fast integra-
tion with machine learning libraries.

Overall, this paper represents a detailed report on the
MoisesDB dataset, which will hopefully prove to be a great
resource for the source separation community in the future.
This work aims at facilitating the development of better
and extended source separation models as well as provid-
ing opportunities to be applied for other use cases, such as
automatic mixing and generative accompaniment systems,
among others.
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